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Dr. Carlos Alberto Brizuela Rodŕıguez
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Abstract of the thesis presented by Armando Arce Casas, in partial fulfillment of the
requirements for the degree of Doctor of Science in Electronics and Telecommunications
with orientation in Telecommunications. Ensenada, Baja California, October 2012.

Contributions to the Design and Application of Beam-forming Networks
based on Coherently Radiating Periodic Structures

Abstract approved by

Dr. David Hilario Covarrubias Rosales

Co-director of Thesis

Dr. Marco Antonio Panduro Mendoza

Co-director of Thesis

The increase of technologies that require advanced features in modern antenna sys-
tems such as the dynamic redirection and reorganization of its services combined with
the ability to handle multiple independent beams, require solutions that integrate these
characteristics efficiently. Such is the case of multiple-beam forming networks (M-BFN).
In this context, a research area in modern antenna systems is associated with the re-
duction and simplification of the beam-forming network with the purpose of reducing
the weight, size and cost of the entire antenna system.

Based on these problems, this work introduces the concept of coherently radiating
periodic structures (CORPS) applied into beam-forming networks (BFN), in order to
design multiple-beam forming networks. Thus, a CORPS feed network is approached as
an alternative beam-forming network, efficient and innovative for multi-beam antenna
systems.

Therefore, the motivation and challenge of this project was the design and study of
different CORPS-BFN configurations. Including the analysis of this network in different
antenna array geometries and the use of different evolutionary optimization approaches
to achieve specific design goals. Similarly, one of the main goals was the introduction of
the CORPS beam-forming networks and its particular features in cellular mobile com-
munication systems as an original approach not presented in the literature previously.

Keywords: Beam-forming network, coherently radiating periodic structures
(CORPS), multiple-beam systems, beam steering, evolutionary optimiza-
tion, antenna synthesis, linear and planar arrays.
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Resumen de la tesis de Armando Arce Casas, presentada como requisito parcial para
la obtención del grado de Doctor en Ciencias en Electrónica y Telecomunicaciones con
orientación en Telecomunicaciones. Ensenada, Baja California, Octubre 2012.

Contribuciones al Diseño y Aplicación de Redes Conformadoras de Haces
basadas en Estructuras Periódicas de Radiación Coherente

Resumen aprobado por:

Dr. David Hilario Covarrubias Rosales

Codirector de Tesis

Dr. Marco Antonio Panduro Mendoza

Codirector de Tesis

El incremento de tecnoloǵıas que requieren caracteŕısticas avanzadas en sistemas
modernos de antena, tal y como la capacidad de redirigir y reorganizar sus servicios
combinada con la capacidad para generar múltiples haces independientes, necesitan de
soluciones que integren estas caracteŕısticas eficientemente. Tal es el caso de redes de
formación de haz de múltiples haces (M-BFN). En este contexto, un área de investi-
gación en sistemas modernos de antena está asociada a la reducción y simplificación
de la red de formación de haz con el propósito de reducir el peso, tamaño y costo del
sistema completo de antenas.

Basados en estas problemáticas, en este trabajo se presenta el concepto de estruc-
turas periódicas de radiación coherente (CORPS) aplicado a redes de formación de haz
(BFN), para el diseño de redes de formación de haz de múltiples haces. De esta man-
era, una red de alimentación CORPS es empleada como una red de formación de haz
alternativa, eficiente y novedosa para sistemas de antena multihaz.

Por lo cual, la motivación y reto de este proyecto fue el diseño y estudio de difer-
entes configuraciones de CORPS-BFN. Incluyendo el análisis de esta red en diferentes
geometŕıas de agrupación de antenas y el uso de diferentes enfoques de optimización evo-
lutiva para lograr metas espećıficas de diseño. Del mismo modo, una de las principales
metas fue la introducción de las redes de formación de haz CORPS y sus caracteŕısticas
particulares en sistemas de comunicaciones móviles celulares como un enfoque original
no presentado antes en la literatura.

Palabras Clave: Red de formación de haz, estructuras periódicas de radiación
coherente (CORPS), sistemas multihaz, direccionamiento de haz, optimización
evolutiva, śıntesis de antena, agrupaciones lineales y bidimensionales.
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1. Introduction

1.1 Background

The basis of all wireless communication is based on the understanding of the phenomena

of radiation and reception in antennas including the propagation of electromagnetic

fields between them. These phenomena involved in wireless communications are based

upon the laws of physics and can be explained through the use of Maxwell’s unified

electromagnetic theory.

Historically speaking1, the theoretical foundation for electromagnetic radiation of

antennas was developed by James Clerk Maxwell in 1873 combining previous work

of Hans Christian Oersted, Michael Faraday, Andre Marie Ampere and Carl Fredrick

Gauss. However, it was not until 1886 that Heinrich Hertz built the first radio antennas

and in 1897 Guglielmo Marconi first patented a complete wireless telegraphy system

being a pioneer of transoceanic radio communications.

Subsequently, the transmission of voice wirelessly occurred after the invention of the

vacuum tube amplifier and oscillator between 1904 and 1915. In the stage between 1916

and 1920 the early antennas appeared in the business of broadcasting, these antennas

were makeshift antennas evolved from designs used in point-to-point communication.

Just before World War II, centimeter wavelengths became common and the entire

radio spectrum opened up to wide usage. At the beginning of Second World War, the

conflict intensified the need for compact communication equipment and high-resolution

radar2. The radar systems in this time employed array technology, however this tech-

1More information about the history of antennas can be found in (Balanis, 1992; Gordon, 1985;
James, 1989; Kraus, 1985; Ramsay, 1981).

2This term is the acronym for radio detecting and ranging, system proposed by Robert Alexander
Wattson-Watt in 1935.
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nology to increase directivity preceded from the First World War.

In the same way, phased array antennas3 were used in World War II. These early

phased array technology use electromechanical means for the phase/time delay. In this

matter, the next step (in the 1950s) was to replace the mechanically operated phase

shifters by electronic phase shifters. This advance in phased array antenna technology

increased switching and steering speed and thereby flexibility.

At the beginning of 1960s, reusable beam forming networks were proposed, these

were multi-beam systems that maintain the isolation between its various inputs. Addi-

tionally in the same decade, digitally switched phase shifters were introduced increasing

the flexibility and making it possible to electronically steer the antenna beam.

While Second World War launched a new era in antennas promoting its research,

advances made in computer architecture and technology during the 1960s through the

1990s have had a major impact on the advance of modern antenna technology. Since

this time, the development of novel design strategies in antennas and its feed networks

to satisfy the needs of today wireless communications is an open and wide area of

scientific research.

1.2 Overview of Multiple-beam Forming Systems

In order to produce multiple beams at different directions, it is necessary to feed an

antenna array with multiple signal generators (or multiple receivers) simultaneously

through a feed system4. In the feed network each input port exciting the antenna array

produce one of many different beams. The purpose of the network is to transmit power

to the radiators (transmit mode) or to collect signals from the antenna elements (receive

3Also known as steered beam array antennas.
4A feed system is a network connecting the antenna input to its radiators.
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mode). This array fed or beamformer is usually called beam-forming network (BFN)

or beam-forming matrix (Litva & Lo, 1996).

As mentioned earlier, design methodologies for multiple-beam forming networks

were developed at the beginning of 1960s. The most significant research in the area at

this time is related to the Butler matrix (Butler & Lowe, 1961), Blass matrix (Blass,

1960) and Rotman lenses (Rotman & Turner, 1963). These feed systems are briefly

described below:

The Butler matrix is the most commonly used and known beam-forming network due

to its performance and possible applications5. A Butler matrix (Figure 1) is capable of

producing M beams, where M is any integral power of 2. The beam-forming matrix uses

passive hybrid power dividers and fixed phase shifters to produce the desired progressive

phase shifts at the elements of an antenna array necessary to form simultaneous multiple

beams (one orthogonal beam per antenna element) (Butler & Lowe, 1961).

A Blass matrix is a multi-beam feed network that has M beams created from N

antenna elements (Blass, 1960). This feed system (shown in Figure 2) uses a set of array

element transmission lines which intersect a set of beam ports lines, with a directional

coupler at each intersection. The directional couplers are equally spaced along the

transmission line in such a way as to create a constant phase shift between elements in

order to steer the beam to a desired location. The transmission lines are terminated in

matched loads to prevent reflections but with the inconvenience of reducing efficiency.

A Rotman lens (Rotman & Turner, 1963) is a type of bootlace lens formed by two-

dimensional lens with a flat front face with three focal points. Signals received from

radiating feed are picked up by radiators at the back face of the lens and distributed

5This information can be found in (Chang et al., 2010; Corona & Lancaster, 2003; Grau et al.,
2006; Jeong & Kim, 2010; Kaifas & Sahalos, 2006; Nedil et al., 2006; Rose et al., 2007).
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by transmission lines to radiate at the lens front face. Design of these kind of lenses

must involve both geometric trades and mutual coupling effects between the lens ports.

The latter is relatively difficult to control, but the former is essential to the realization

of an efficient and compact lens. A typical diagram of a Rotman lens is illustrated in

Figure 3:

1

2

3

4

5

6

7

8

wavefront

Figure 3. Diagram of a Rotman lens, ray traces and radiated wavefront.

Since the decade of 60s research on multiple-beam systems is related to hybrid

technologies, specific applications and performance improvements6. However, the in-

crease of technologies that require modern antenna systems has revived the interest in

multiple-beam systems.

Recent technologies of multiple-beam systems involve smart antennas (Sarkar et al.,

2003) and MIMO7 (Döttling et al., 2009) systems for many different applications. This

kind of technologies exploit the high versatility of multiple-beam systems, such as the

dynamic redirection and reorganization of its services combined with the ability to

handle multiple beams.

6References: (Fonseca, 2009; Jeong & Kim, 2010; Kaifas & Sahalos, 2006; Rose et al., 2007).
7(Multiple-Input and Multiple-Output) is an antenna technology for wireless communications.
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The most recent research in multiple-beam forming networks is based on the fun-

damental principles of periodic structures (Betancourt & del Rio Bocio, 2007). This

new feed system is known as Coherently Radiating Periodic Structures beam-forming

network (CORPS-BFN) and offers improvements based on properties of this kind of

structures. This new proposal is an open research area and therefore has been studied

in the last couple of years as described in the next section.

1.3 State of the Art

Since the introduction of coherently radiating periodic structures (CORPS) technology

efforts have been made to promote this technology in different areas of research for

various applications. However, the literature concerning CORPS is still scarce and the

potential of the network for its use in various applications is not yet exploited.

Early attempts of the study of periodic structures as a beam-forming network to

feed antenna arrays is proposed in (Betancourt & del Rio Bocio, 2007), this work

introduces a methodology to reduce the complexity of the associate control of a bidi-

mensional phased array for scanning the main beam to any desired direction. This

similar approach is studied briefly for linear arrays in (Betancourt & del Ŕıo, 2006).

However, the CORPS technological concept was introduced for first time and applied

to high-resolution imaging systems in (Garcia et al., 2005). The earliest applications

of CORPS structures involved obtaining images (Gomez & del Rio, 2006) and the use

of PSP (Patch-Slot-Patch) to improve the radiation features of arrays increasing the

directivities of each one of the beams keeping the original phase centers (Betancourt &

del Rio, 2009).

Furthermore, in (Betancourt & del Rio Bocio, 2007) is evidenced the complexity
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for generating a radiation pattern with desirable characteristics using a CORPS-BFN.

This is a complex problem that can be properly addressed by evolutionary optimization

techniques8 and is comparable in some way with the conventional antenna pattern

synthesis (Panduro & del Rio-Bocio, 2009).

Thus, evolutionary optimization was introduced in the design of a CORPS feed

system for linear arrays (Panduro, 2007; Panduro & del Rio Bocio, 2008; Panduro &

del Rio-Bocio, 2009) using Genetic Algorithms (GA) and Differential Evolution (DE).

In (Panduro, 2007) the CORPS structures are used in uniform and non-uniform linear

antenna arrays and the design of CORPS networks considering several layers in this

same geometry is presented in (Panduro & del Rio-Bocio, 2009), in both cases the GA

algorithm is used as optimizer. The optimization of the CORPS-BFN with Differential

Evolution is tackled in (Panduro & del Rio Bocio, 2008), analyzing different multi-beam

configurations of CORPS-BFN in one dimension.

The CORPS technology is maturing to be introduced to new applications. There-

fore, this thesis adopts this technology as the cornerstone for further contributions to

the state of the art as is explained in the next section.

1.4 Motivation for Beam-forming Network Design

CORPS beam-forming networks represent the state of art in multi-beam systems. These

multiple-beam forming networks are an emerging technology solution for systems re-

quiring dynamic and reconfigurable multi-beam environments. Furthermore, an open

research area in modern antenna systems is associated with the reduction and simplifi-

cation of the beam-forming network with the purpose of reducing the weight, size and

8(Hoorfar, 2007; Jin & Rahmat-Samii, 2007; Karimkashi & Kishk, 2010; Rahmat-Samii et al., 2012;
Robinson & Rahmat-Samii, 2004; Rocca et al., 2011; Weile & Michielssen, 1997).
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cost of the entire antenna system.

In this context, one of the most notable advantage of CORPS-BFN is the combi-

nation of phased array and multiple-beam forming network technologies, i.e. the feed

system is capable of handling multiple orthogonal beams with the possibility to steer

each beam dynamically. In addition, the CORPS-BFN is a feed network of less complex-

ity in terms of hardware, in comparison with traditional beam-forming networks (e.g.,

Butler matrix, Blass matrix, etc.). Therefore, a CORPS-BFN could obtain desirable

features in various applications such as satellite systems, cellular mobile communication

systems, among others.

Based on these premises, the original contributions of this project are directed in

the study of the behavior of different design configurations of CORPS-BFN including

the analysis of the network in different array geometries. Similarly, due to the degrees

of freedom handled in the feed network the adaptation of new evolutionary approaches

applied to the beam-forming network could be considered essential and as potential

contribution. Thus, one of the main motivation or goal is to introduce the CORPS-

BFN in cellular mobile communication systems as an original approach that has not

been presented previously in the literature.

For the motivations mentioned above, the scope addressed in this thesis involves the

design and optimization of CORPS-BFN configurations in different array geometries.

The above with the purpose of obtaining design features desirable in various applications

of antenna including cellular mobile communications.
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1.5 Objective

The main objective in this thesis is the design of beam-forming networks based on

Coherently Radiating Periodic Structures and stochastic optimization methods for

multiple-beam antenna systems in modern applications of antenna.

1.6 Publications

The main contributions of this work are reflected in a list of papers published during

the period of research of the author in the Wireless Communication Research Group

of the Electronics and Telecommunications Department, at CICESE Research Center.

The publications are listed below:

• Arce, A., Yepes, L. F.,Covarrubias, D. H., & Panduro, M. A. (2012). A new ap-
proach in the simplification of a multiple-beam forming network based on CORPS
using compressive arrays. International Journal of Antennas and Propagation,
2012, 1-8. doi:10.1155/2012/251865

• Arce, A., Covarrubias, D. H., Panduro, M. A. & Garza, L. A. (2012). A new
multiple-beam forming network design approach for a planar antenna array using
CORPS. Journal of Electromagnetic Waves and Applications, 26 (2-3), 294-306.

• Arce, A., Covarrubias, D. H., & Panduro, M. A. (2012). Design of a multiple-
beam forming network using CORPS optimized for cellular systems. International
Journal of Electronics and Communications (AEÜ), 66 (5), 349-356. doi:10.1016/
j.aeue.2011.08.011

• Arce, A., Covarrubias, D. H., Panduro, M. A. & Garza, L. A. (2012). Design of
beam-forming networks for multibeam antenna arrays using coherently radiating
periodic structures. Journal of Applied Research and Technology, 10 (1), 48-56.

• Arce-Casas, A., Covarrubias-Rosales, D. H., & Panduro-Mendoza, M. A. (2011).
Design of multibeam CORPS-BFN for cellular mobile communications systems.
In Proceedings of the 5th European Conference on Antennas and Propagation
(EUCAP), 1272-1276.

• Arce, A., Covarrubias, D. H., & Panduro, M. A. (2011). Performance evaluation
of stochastic algorithms for linear antenna arrays synthesis under constrained
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conditions. Journal of Selected Areas in Telecommunications, 2 (5), 41-47.

• Arce, A., Covarrubias, D. H., & Panduro, M. A. (2009). Performance evaluation
of population based optimizers for the synthesis of linear antenna arrays. In
Proceedings of the 6th IASTED International Conference on Antennas, Radar,
and Wave Propagation (ARP), 103-108.

1.7 Organization of this Thesis

The structure of the thesis is shown in the block diagram of Figure 4. Chapter 2

presents the theoretical foundations of antenna arrays and evolutionary optimization.

The formulation of the antenna synthesis problem and two well-known metaheuristics

(genetic algorithms and particle swarm optimization) as a tool in the antenna synthesis

are also presented in the second chapter. In Chapter 3, beam-forming networks based

on coherently radiating periodic structures are addressed, including the CORPS-BFN

theoretical model and two-dimensional CORPS networks. Next, the design of multiple-

beam forming networks based on CORPS for antenna arrays is presented. Specifically,

approaches based on CORPS feed networks in linear and planar arrays and additional

one based on compressive arrays are discussed. This main topic is divided in two

chapters. In the first part (Chapter 4), the mathematical modeling for the different

approaches is described. Followed by case studies of these approaches, presented in

Chapter 5. Afterwards in Chapter 6, multiple-beam forming networks using CORPS

and optimization algorithms are introduced in a cellular mobile communication system.

Finally, Chapter 7 concludes the thesis with a summary of its main contributions and

a brief overview of related future research.
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2. Fundamentals of Antenna Arrays and
Evolutionary Optimization

2.1 Introduction

This chapter explains briefly the fundamentals of two interrelated topics: the antenna

array subsystem and evolutionary optimization as a tool for the antenna pattern syn-

thesis. It is not intended to cover all the concepts and variants in both related topics

but those most interesting for the development of this work.

The concept of beam-forming network is closely linked to the antenna array. In

fact, the beam-forming network is in charge of feeding the array, in order to radiate

one or more beams with predefined characteristics. Such characteristics can be the

directivity, side lobe level, null position or main beam steering (design parameters). In

antenna pattern synthesis, the control of this design variables at the same time results

in a complex problem and in which stochastic optimization algorithms can obtain an

appropriate solution.

Thus, one of the main advantages of antenna arrays is the ability to control the

feeding of the array. The controlled feeding can obtain low side lobe level or even

a shaped radiation pattern according to design specifications, function that can be

performed by the beam-forming network using stochastic algorithms as optimizers.

2.2 Array Fundamentals

Antenna arrays are composed of a collection of two or more equal antennas arranged in

space radiating (or receiving) simultaneously to establish a unique directional radiation
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pattern. Arrays offer the unique capability of electronic scanning of the main beam. By

changing the amplitude and phase of the exciting currents in each element antenna of

the array, the radiation pattern can be scanned and shaped through space. This type

of antenna array is know as phased array9 (Mailloux, 1994).

A radiation pattern of the array is a graphical representation of the radiation (in

most cases in far-field10) properties of each individual antenna element as a function

of space coordinates. The radiation pattern of an array can be determined at least by

the following design variables that can be used to shape the overall pattern (Balanis,

1997):

• Geometry of the overall antenna array

• Amplitude excitation of the individual elements

• Phase excitation of the individual elements

• Spacing among antenna elements

• Relative pattern of the individual elements

The radiation pattern (normalized field pattern) can be written as the product:

F (θ, φ) = g(θ, φ)AF(θ, φ) (1)

where g(θ, φ) is the element pattern and AF(θ, φ) is the array factor. The element

pattern is the field intensity of a single radiating element in terms of the type of the

antenna. The array factor is the resulting radiation pattern if it is considered that each

element of the array is an isotropic point source. The analysis of an antenna array is

9A phased array is defined as an array antenna whose main beam maximum direction is controlled
by varying the phase or time delay to the elements.

10Also know as Fraunhofer region, defined as the region of the field of an antenna where the angular
field distribution is essentially independent of the distance from the antenna.
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frequently characterized by its array factor because only by multiplying the result by

the proper element pattern will be enough to extend the conclusions to any other type

of radiating element.

2.2.1 Radiation pattern parameters

Typical power patterns are shown in Figure 5, a linear two-dimensional pattern is

illustrated in (a) and a symmetrical three-dimensional polar pattern in (b). The main

lobe (main beam) is the lobe containing the direction of maximum radiation. Any lobe

other than the main lobe is called minor lobe (side lobe). The relation between the

main lobe and the minor lobes is referred as side lobe level (SLL). Formally, the side

lobe level is the ratio, expressed in decibels, between the value of the pattern in the

direction of maximum radiation |F (max)| and in the direction of the maximum side

lobe |F (SLL)|, and is given by (Stutzman & Thiele, 1998):

SLLdB = 20 log
|F (SLL)|
|F (max)|

(2)

For a normalized pattern, |F (max)| = 1. The width of the main beam is quantified

through the half-power beamwidth (HPBW) or beamwidth between first nulls (FNBW).

The half-power beamwidth is the angular separation of the points where the main beam

of the power pattern equals one-half the maximum value. In the same way, FNBW is

the angular separation of the space directions in which the main beam takes a minimum

value. The HPBW and FNBW are expressed as follow:

HPBW = |θHPBWleft − θHPBWright| (3)

FNBW = |θFNleft − θFNright| (4)
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where θHPBWleft and θHPBWright are points to left and right of the main beam maximum

for which the normalized power pattern has a value of one-half. In (4), θFNleft and θFNright

are the main beam nulls where the array factor first goes to zero. The beamwidth is

an important figure of merit, and it often used to as trade-off between it and side lobe

level. In addition, the beamwidth in antennas is also used to describe the resolution

capabilities of the antenna to distinguish between two adjacent radiating sources or

radar targets.

One important description of an antenna array is how much it concentrates energy

in one direction in preference to radiation in other directions. This property of an

antenna is called its directivity (D) and in mathematical form can be expressed as

(Balanis, 1997):

D(θ, φ) =
U(θ, φ)
Prad/4π

D(θ, φ)max =
U(θ, φ)max

Prad/4π
(5)

In (5), if the direction (θ, φ) is not specified, it implies the direction of maximum

radiation intensity D(θ, φ)max. In addition, the power radiated (Prad) is the integral, in

spherical coordinates, of the radiation intensity U(θ, φ) in all directions of space,

Prad =

∫ 2π

0

∫ π

0

U(θ, φ) sin θ dθ dφ (6)

If the analysis is based on isotropic antennas, the radiation intensity is proportional

to the square of the array factor,

U(θ, φ) ∝ |AF(θ, φ)|2 (7)

Substuting (5), (6) and (7), the directivity is rewritten as:
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D = 4π
|AFmax|2∫ 2π

0

∫ π

0

|AF(θ, φ)|2 sin dθ dφ

=
2|AFmax|2∫ π

0

|AF(θ)|2 sin dθ

(8)

In (8), the double integral of the denominator represents the total radiated power

and it can be simplified due to the dependence of AF on the spacing between antenna

elements and the progressive phase shift.

2.2.2 Linear antenna arrays

The most common and most analyzed structure is the linear antenna array, which

consists of antenna elements separated on a straight line by a given distance. If adjacent

elements are equally spaced then the array is referred to as a uniform linear array (ULA).

If in addition, the feeding amplitudes are constant, i.e. In = I, then this is known as a

uniform array. Finally, if the phase αn = nα, where α is a constant, then the array is

a progressive phase shift array (Allen & Ghavami, 2005).

Assuming a linear array of N equally spaced elements (ULA) considering isotropic

radiators as shown in Figure 6, the array factor is given by (Balanis, 1997):

AF = I0 + I1e
jkd cos θ + I2e

jk2d cos θ + · · ·+ IN−1e
jk(N−1)d cos θ =

N−1∑
n=0

Ine
jknd cos θ (9)

d 2d (N-1)d0

d 
co

sθ r

θθ

Figure 6. Equally spaced linear array of isotropic point sources.
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where I0, I1, ... are the excitation coefficients11 with amplitude and phase shift, k = 2π/λ

is the wavenumber, d is the spacing between elements and θ is the angle in relation with

the array axis. If the current has a linear phase progression (i.e., relative phase between

adjacent elements is the same), the phase can be separated explicitly as:

In = Ane
jnα (10)

here An and α are real coefficients, where the (n + 1)th element leads the nth element

in phase by α. Then (9) becomes

AF(Ψ) =
N−1∑
n=0

Ane
jn(kd cos θ+α) =

N−1∑
n=0

Ane
jnΨ (11)

where the electric angle Ψ = kd cos θ + α. This phase difference is equal to the sum of

phase shift due to the path difference (kd cos θ), plus the progressive phase α.

If the main beam is scanned considering the same linear array with equally spaced

elements, (11) it can be rewritten as:

AF(θ) =
N−1∑
n=0

Ane
j[knd(cos θ−cos θ0)+δn] (12)

Since α = −knd cos θ0 varies linearly with position term nd, it is referred to as linear

phase, or uniform progressive phase. The remaining part of the excitation phase δn is

nonlinear with distance and is useful in beam shaping.

11A complex number composed by amplitude and phase in a single entity.
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2.2.3 Planar antenna arrays

In a planar o rectangular array the individual radiators can be positioned along a

rectangular grid. Planar arrays provide additional variables which can be used to

control and shape the pattern of the array. In contrast to linear array arrangement

(which allows one to steer the beam into any direction in the azimuth plane), the

planar antenna array allows one to steer the beam in elevation. In addition, this type of

multidimensional arrays are more versatile and can provide more symmetrical patterns

with lower side lobes (Mailloux, 1994).

The array factor for a planar array (rectangular lattice) N ×M with equally spaced

elements in the xy-plane (Figure 7), with spacing dx in x direction, and dy in y direction,

where Imn represents the current distribution. In analogy, with linear array antenna

(9), the array factor of a planar array is (Balanis, 1997):

AF =
N−1∑
n=0

M−1∑
m=0

Imne
jm(kdx sin θ cosφ)ejn(kdy sin θ sinφ) (13)

Considering a progressive phase excitation αx in x direction and αy in y direction

as in (10):

Imn = Amne
jmαxejnαy (14)

And the array is rewritten as:

AF =
N−1∑
n=0

M−1∑
m=0

Amne
jm(kdx sin θ cosφ+αx)ejn(kdy sin θ sinφ+αy) (15)

In the same way as in (11), considering again the array factor can be written in

terms of the electric angle as:
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AF(Ψx,Ψy) =
N−1∑
n=0

M−1∑
m=0

Amne
jmΨxejnΨy (16)

If exists the same amplitude excitation in rows parallel to the x-axis and identical

amplitude excitation in all columns, in this case the amplitude excitation is separable

(e.g., Amn = AmAn) and (16) is written as:

AF(Ψx,Ψy) =
N−1∑
n=0

Ame
jmΨx

M−1∑
m=0

Ane
jnΨy (17)

Additionally, considering the scanning of the main beam (in the same way as in

(12)) the array factor is written explicitly as:

AF(θ, φ) =
N−1∑
n=0

M−1∑
m=0

Amne
j[kmdx(sin θ cosφ−sin θ0 cosφ0)+kndy(sin θ sinφ−sin θ0 sinφ0)+δmn] (18)

where δmn represents the phase excitation of the mnth element. This parameter is

used as a design parameter in the array antenna synthesis.
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2.3 The Antenna Pattern Synthesis Problem

Antenna synthesis in its broadest sense consists of specifying a desired radiation pattern

and then using a systematic method (typically an analytical method) or combination

of methods to arrive at an antenna array configuration that produces a pattern which

approximates the desired pattern, as well as satisfying other system constraints. Un-

fortunately, there is no single synthesis method that yields the optimum antenna for

the given system specifications.

Being more specific, the antenna pattern synthesis problem consists of determining

the excitation of a given antenna type12 that leads to a radiation pattern which suitably

approximates a desired pattern (Stutzman & Thiele, 1998). The desired radiation

pattern can vary widely depending on the application (e.g. satellite systems or radar

systems) and has different variables, such as multiple beams, shaped beams, low side

lobes, shaped side lobes, nulls and many others.

As mentioned earlier, there is no general method of synthesis. Instead, synthesis

methods have been developed for each antenna type. Only a few deterministic methods

can be used to a variety of antenna and pattern types (Stutzman & Coffey, 1975).

Usually, deterministic methods for shaped beam patterns are completely different from

those for low side-lobe, narrow beam patterns to name a few.

2.4 Metaheuristics as an Optimization Tool in the

Antenna Design

On the other hand, stochastic algorithms for optimization can be considered a type

12This refers to the geometry of the antenna and consists of continuity, shape and size.
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of general problem solver that can be applied to many difficult problems in differ-

ent applications, including the antenna pattern synthesis (Jin & Rahmat-Samii, 2007;

Karimkashi & Kishk, 2010; Rocca et al., 2011; Weile & Michielssen, 1997).

As an alternative to the classic theories, stochastic optimization methods are be-

coming more important within the field of electromagnetic design13. These kind of

stochastic algorithms usually involves metaheuristics14. A heuristic or metaheuristic

finds quality solutions to a tough optimization problem in a reasonable amount of time,

but there is no guarantee that optimal solutions are reached (Eiben & Smith, 2003).

Most metaheuristic algorithms are nature-inspired as they have been developed based

on some abstraction of nature.

In this way, metaheuristics are a powerful tool for designing antenna arrays and have

been used extensively for this problem in recent years. In this work, two well-known

population-based metaheuristics are studied: Genetic Algorithms (GA) (Holland, 1992;

Goldberg, 1989) and Particle Swarm Optimization (PSO) (Kennedy & Eberhart, 1995;

Kennedy et al., 2001). These algorithms are briefly described below.

2.4.1 Genetic Algorithms

The genetic algorithms were developed by John Henry Holland and his collaborators in

the 1960s and 1970s. GA is a model or abstraction of biological evolution and are based

on Charles Darwin’s theory of natural selection. Holland introduced the crossover or

recombination, mutation, and selection in the study of adaptive and artificial systems.

These genetic operators form the essential part of the genetic algorithm as a problem-

13Some references in this topic are: (Hoorfar, 2007; Karimkashi & Kishk, 2010; Rahmat-Samii et al.,
2012; Robinson & Rahmat-Samii, 2004; Rocca et al., 2011; Weile & Michielssen, 1997).

14The “meta” prefix means beyond or higher level denoting a better performance than simple
heuristics.
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solving strategy (Holland, 1992; Eiben & Smith, 2003).

Genetic algorithms consider a population of chromosomes (individuals) encoding

potential solutions to a given problem. Within the traditional GA model, the chro-

mosomes are bit strings of a fixed length. Each chromosome represents a point in the

search space. The search progress is obtained by recombination or modification of the

chromosome population. To control the search progress, an evaluation of each chro-

mosome is necessary with the aim to find a solution to the problem concerned. This

evaluation is usually done by means of a quality (fitness) function (Goldberg, 1989;

Eiben & Smith, 2003).

A basic procedure of the genetic algorithms is shown below:

• Encoding the objectives or optimization functions.

• Defining a fitness function or selection criterion.

• Initializing a population of individuals.

• Evaluating the fitness of all the individuals in the population.

• Creating a new population by performing crossover, mutation, fitness proportion-

ate reproduction.

• Evolving the population until certain stopping criteria are met.

• Decoding the results to obtain the solution to the problem.

The steps of this basic procedure can be represented by a pseudo-code as shown in

Algorithm 1.

Detailed information of terms and implementation of GA can be found in (Goldberg,

1989).
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Algorithm 1 Pseudo-code of genetic algorithms

Encode the potential solutions into chromosomes
Objective function f(x), x = (x1, ..., xn)T

Define fitness
Generate initial population
Initial probabilities of crossover (Pc) and mutation (Pm)
Evaluate the fitness of the population

while t < Max number of generations do
Generate new solution by crossover and mutation

if Pc > rand then
Crossover

end if
if Pm > rand then

Mutate
end if

Accept the new solutions if their fitness increase
Select the current best for new generation (elitism)

end while
Decode the results and perform visualization

2.4.2 Particle Swarm Optimization

Particle swarm optimization (PSO) was developed by James Kennedy and Rusell C.

Eberhart in 1995, based on the social behaviour exhibited by biological communities

to satisfy their immediate needs, such as fish and bird schooling in nature (Kennedy &

Eberhart, 1995; Engelbrecht, 2005).

PSO algorithm as an optimization tool offers valuable features such as the fact that

each individual in the population has a basic type of memory, ease of implementation

and small number of parameters to be selected and tuned in one operator (velocity),

compared with other population-based methods, including genetic algorithms, where

the memory concept relies on few individuals (elitism) and the parameters to be selected

and tuned are related to multiple operators.

In PSO the set of parameters to be optimized define a particle or potential solution.
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A collection of particles or individuals form the swarm (population) where each particle

moves through one basic operator (velocity). In this way, the behavior of PSO can be

summarized in the velocity operator vij(t) and a position equation xi(t) respectively

(Kennedy et al., 2001), given by:

vij(t+ 1) = ωvij(t) + c1r1j(t)[yij(t)− xij(t)] + c2r2j(t)[ŷj(t)− xij(t)] (19)

xij(t+ 1) = xij(t) + vij(t+ 1) (20)

where ω is the inertial weight that regulates the impact of previous velocities in the new

particle velocity, vij(t) is the velocity of particle i in dimension j = 1, . . . , nx at time

step t, xij(t) is the position of particle i in dimension j at time step t, c1 is the cognitive

parameter that indicates the maximum influence of the best personal experience in

the particle and c2 is the social parameter, which indicates the maximum influence of

social information on the new value of the particle, both are known as the acceleration

constants. The terms represented by r are random numbers uniformly distributed in

U [0, 1]. The current personal best and global best are represented by yij(t) and ŷj(t),

respectively.

The personal best, yi, related with particle i is the best position the particle has

visited since the first time step. Considering a minimization problem, the personal best

position at the next time step, t+ 1, is calculated as:

yi(t+ 1) =


yi(t) if f(xi(t+ 1)) ≥ f(yi(t))

xi(t+ 1) if f(xi(t+ 1)) < f(yi(t))

(21)

where f : Rnx → R is the fitness function.

The global best position, ŷ(t), at the time step t, is defined as:
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ŷ(t) ∈ {y0(t), . . . , yns(t)}|f(ŷ(t)) = min{f(y0(t)), . . . , f(yns(t))} (22)

where ns is the total number of particles in the swarm. Note that the definition in

(22) states that ŷ is the best position discovered by any of the particles so far and it is

usually calculated as the best personal best position.

Detailed information of the terminology can be found in (Kennedy et al., 2001;

Engelbrecht, 2005), and the implementation steps of PSO algorithm are summarized in

the pseudo-code shown below (Algorithm 2).

Algorithm 2 Pseudo-code of particle swarm optimization

Objective function f(x), x = (x1, ..., xn)T

Initialize locations xij and velocity vij of n particles
Find ŷj from min {f(x1), . . . , f(xn)} (at t = 0)

while (criterion) do
t = t+ 1 (pseudo time or iteration counter)
for loop over all n particles and all d dimensions do

Generate new velocity vij(t+ 1) using equation (19)
Calculate new locations xij(t+ 1) using (20)
Evaluate objective functions at new locations xij(t+ 1)
Find the current best for each particle yij (21)

end for
Find the current global best ŷj (22)

end while
Output the final results yij and ŷj

2.5 Chapter Summary

The theoretical bases of antenna arrays including antenna parameters and specific ge-

ometries (linear and planar arrays) analyzed throughout this thesis were described in

this chapter. Thus, in this part of the document are described important radiation

parameters that characterize and quantify the behavior of the radiation pattern of an
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antenna, such as the side lobe level, directivity and beamwidth (half-power beamwidth

and beamwidth between first nulls). Furthermore, the theoretical study of antenna ar-

rays is based on considering the antenna elements of the arrangement as isotropic point

sources. And therefore, the response of the antenna arrays discussed here is modeled

in terms of its array factor.

Moreover, it is presented an overview of the problem of the antenna pattern synthe-

sis, where its solution is raised from an approach based on evolutionary optimization. In

this context, at the final of the chapter are presented two population-based metaheuris-

tics widely known and used in complex electromagnetic problems, with the intention

to be used in the antenna synthesis.



3. Beam-forming Networks based on
CORPS

3.1 Introduction

In recent years, research in the field of periodic structures has regained popularity

in electromagnetic community due to the special electromagnetic features offered in

different applications. In this context, the Antennas Group at UPNA15 is one of the

research group involved in the study of these structures reporting a series of new results

in this open line of research.

The specific field of research which is the main goal in this thesis, is based on

considering the feed system of an antenna array as a periodic structure and in the

study of the coupling mechanism within these structures. The convergence between

these aspects leads to the CORPS-BFN concept.

The study of CORPS-BFN is based on the introduction and development of new

design methodologies of antenna systems based on CORPS and in the proposal of a

new application area. In this way, the fundamentals of CORPS technology and the

mathematical modeling for a CORPS-BFN are described in this chapter.

3.2 Definition and Radiation Features of CORPS

CORPS is defined by its creators as Coherently Radiating Periodic Structures. This

acronym is based on the main features offered by these structures: coherent coupling,

radiation (possible application of such structures) and periodic structures (Garcia et al.,

2005; Betancourt & del Rio Bocio, 2007).

15The acronym refers to the Public University of Navarra on Pamplona, Spain.
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The behavior or working principles of coherently radiating periodic structures are

based on the combination of different effects. One of the main effects is related to the

coupling mechanism and its positive use controlling it. Therefore, the study of CORPS

focuses on dealing with the coupling effect among elements of a periodic structure with

the main idea of having total control of it. For the above, one can define an ideal

coupling effect as lossless process in which the power is divided ideally through the

periodic structure, i.e., when an element of the structure maintains the half of power

and the remaining half of power is coupled to neighboring elements.

Formally a coherently radiating periodic structure is defined by three basic principles

as follows (Betancourt & Rio, 2011):

1. First, the structure should allow the propagation of energy through it. Such

energy propagation is designed to be lossless in one direction (e.g. z -axis) for a

defined frequency band (see Figure 8).

2. The energy propagation inside the structure is limited. This process in which the

energy propagation is carried inside the structure and no through it, is denoted as

the spread of energy16 inside the structure. The spread of energy can be performed

throughout the structure or be confined to a specific area in the structure. For the

specific case of a CORPS structure this spread of energy is confined. In this way,

to control or limit the process of spread of energy inside of a CORPS structure,

it is specified a spread control process (Figure 8) inside the structure. In this

way, the spread control assure the propagation of energy through the structure

by restricting the propagation of energy inside it.

3. The CORPS concept is based in the presence of intense coupling effects, such

16Term defined as the energy that flux inside the structure in the horizontal axis (x or y plane).
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effects are designed to be coherent. Therefore, the coherent coupling is defined

in a CORPS structure. This coherent coupling is referred to as in-phase feature

contained in each element of a CORPS structure where the overall effect of each

in-phase feature at each element over the periodic structure. The above, relate

the coherent coupling with the capacity of a CORPS structure to overlap areas

or regions without loss of information. This property is illustrated in Figure 8. In

addition it should be noted that this coherent effect is responsible of the radiation

characteristics of the structure allowing to carry out signals through it defining

its multiple-beam features.

x

z

CORPS

Spread control

CORPS

Figure 8. Schematic representation of the features of CORPS structures, the propa-
gation of energy throughout the structure (left structure), the spread control (center
structure) and the coherent coupling mechanism (right structure).

The existence of a CORPS structure strictly obeys the three basic principles pre-

sented above, which must be always present at same time.

From the effects described above, concerning the ideal coupling, the spread control

and the coherent coupling; a schematic representation of a single and isolated element

of a CORPS structure is shown in Figure 9. The objective of Figure 9 is to clarify the

behavior of these properties on a single element. The CORPS element represents a black
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box composed by three outputs and one input. The side output ports are bidirectional

ports to manage the power in adjacent elements as a part of spread control and ideal

coupling behavior. The output port located in the center is the no coupling output.

Additionally, it should be noted that the coherent coupling in the structure element

is also present and described as a property to deliver in-phase signals to every output

port.

Figure 9. Schematic figure of a CORPS element illustrating its properties.

A complete scheme of a CORPS system formed by N black-box elements is shown

in Figure 10. The objective is to illustrate the effects previously studied at system

level. In this network two signals (color red and green) excite the network, showing

the behavior of the signal propagating (propagation of energy) through the structure

between layers. The propagation inside the structure is limited resulting in a defined

path (spread control). The second excitation (green signal) have the same behavior as

the red path for the energy propagation, sharing the same path after some layers until

the end of the network.

In this periodic structure where exists an interconnection symmetry between ele-
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Figure 10. Schematic illustration of a CORPS structure and its effects.

ments, the electromagnetic fields carrying information are combined without loss of

information (Betancourt & Rio, 2011). Thus the effect known as coherent coupling,

allows to share the same resources into the periodic structure (in this case, the same

path) for different information signals without loss of information. The above, is re-

flected in the schematic as the combination of both colors (red and green), resulting in

a yellow color (based in a RGB17 color model) and demonstrating that effects such as

coherent coupling and spread control can be used to carry multiple information signals

at same time. The difference with introducing a new signal or beam is that its phase

center is displaced depending on the input port used. The result of such behavior in a

CORPS network are the capabilities to overlapping of multiple beams and to generate

high angular resolution system.

17This abbreviation refers to the RGB additive color model in which red, green, and blue light are
added together in different ways to reproduce a broad palette of colors.
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3.3 CORPS as a Beam-forming Network

Based on Figure 10, representing a CORPS structure composed by N black boxes, the

main features and behavior related to a beam-forming network based on CORPS prin-

ciples were defined. The mathematical modelling of CORPS-BFN can be accomplished

reducing the complexity of the black-box model illustrated in Figure 10. To simplify

the complex black-box model dealing with ideal coupling and the spread control at

the same time, it is used a schematic representation for a CORPS-BFN based on two

different types of fundamental blocks (Betancourt & del Rio Bocio, 2007). The new

schematic is shown in Figure 11.

x

z

Ideal Coupling

Spread Control

Figure 11. Schematic diagram of a CORPS system using simplified black boxes. The
structure is excited with three different signals (red, blue and green), combined accord-
ing the RGB color model and CORPS principles. Insets in figure shown the internal
behavior of black boxes.

The basic blocks or nodes perform two specific tasks, one of them is responsible of

the division of power and the other is in charge of the power combination. The block

acting as a power divider is denoted as split node (S-node) and the power combiner

block is denoted as recombination node (R-node). The S-node takes the signal in its

input port and delivers the half of power by each of its output ports. On the other
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hand, the R-node takes the signal present in its inputs (two input ports are considered)

and deliver the combination of both for a single output. This new simplified model

takes into account just three ports for the black boxes, rather the four for the basic

blocks reducing the element complexity. The schematic in Figure 11, seeks to maintain

the same behavior and similar propagation scheme as the schematic representation of

the original model (Figure 10).

3.3.1 CORPS-BFN model

CORPS-BFN model considers the basic behavior principles of the periodic structures

called CORPS (Garcia et al., 2005) (Section 3.2), such model can be implemented using

identical basic nodes or unit cells (Betancourt & del Rio Bocio, 2007). In this way, a

CORPS network is formed by alternating iteratively split (S) and recombination (R)

nodes, just changing its relative position as shown in Figure 12.

To model the behavior of this structure considering the characteristics of general

split and recombination blocks, it must be taken into account the conservation of energy

based in that a CORPS-BFN is formed only on lossless passive components.

If general-split nodes are such that have one input port and N output ports. The

power introduced at input port is divided, a N th part of the power is delivered at each

output port, as follows (Betancourt & del Rio Bocio, 2007):

WS =
N∑
k=1

|Eke(jθk)|2GS (23)

where WS is the power delivered by the N output ports in the split node, GS is the

real part of the admittance seen at output ports, Ek and θk with k = 1, 2, ...N are the

field magnitude and phase of each of the k output ports, respectively. For the S-node
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Figure 12. Schematic of a CORPS beam-forming network with S and R nodes of M
inputs, N outputs and L layers.

analyzed and represented in Figure 12, where N = 2, (23) can be rewritten as:

WS = (E2
1 + E2

2)GS (24)

For the case of general-recombination nodes that posses one output port and several

sets of two input ports, the power (WR) at the output port is given by:

WR =
N∑
k=1

|Ek,1e(jθk,1) + Ek,2e
(jθk,2)|2Gk (25)

where Ek and θk with k = 1, 2, ...N are the magnitude and phase of each set of input

ports, respectively, and Gk is the admittance at the output. Rewritting (25) for a

R-node of 1 set of input ports:

WR = (E2
1,1 + E2

1,2 + 2E1,1E1,2 cos (θ1,1 − θ1,2))GR (26)
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Here, GR is the admittance at the output. The last term with angles used in (26)

defines the correlation between input fields at R-node based on its arrival phase. A

vectorial summation of field vectors at input ports of R-node is applied for the phase

calculus. For the S-node case, maintains the same phase shift from the input until the

output.

Furthermore, it has been demonstrated that the behavior for power values after each

layer correspond with Pascal’s Triangle normalized by the sum of its in-row coefficients

(Betancourt & del Rio Bocio, 2007). Consequently, in a CORPS-BFN of l layers, the

amplitude at the k + 1 output ports will have binomial shape.

In the same way, the output of a CORPS-BFN always has the same shape and

phase distribution, independently of the number of layers used. In this manner, the

amplitude distribution at the output ports of a CORPS-BFN will resemble a Gaussian

distribution and the phase distribution will be expressed as a linear representation of

phase shift set at input ports of the network.

A fundamental part in the analysis of CORPS-BFN is to describe the behavior of

the network based on the black box properties of the basic nodes, i.e., S and R nodes.

To perform the previous task, a basic node can be characterized as a 3-port component

(used for power combination and power division) by the following scattering matrix18

(Betancourt & del Rio Bocio, 2007):

[S]cell =
j√
2


0 1 1

1 0 0

1 0 0

 (27)

The matrix is obtained using (24) and (26) and represents the behavior of an S-node

18Often referred to as Wilkinson’s matrix.
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or R-node. Furthermore, the ideal matrix in (27), ensures that the basic component

is perfectly matched and isolated, and therefore there is no interaction between input

signals. Therefore, S and R nodes in Figure 12 can be replaced with the scattering

matrix in (27) to obtain a simulation model of a CORPS network.

A feed network based in CORPS composed by basic nodes (S or R nodes) is physi-

cally implemented replicating this basic constituting components for example by mean

of a Gysel Power Divider19 (Betancourt & del Rio Bocio, 2007) or by a Circular In-phase

Hybrid Ring Power Divider (CIHRPD)20 (Ferrando & Fonseca, 2011).

In order to calculate the fields at the output of each unit cell (S or R node) [V −]cell =

[V −1 V
−

2 V
−

3 ]T , the next equation can be used:


V −1

V −2

V −3


cell

=


S11 S12 S13

S21 S22 S23

S31 S32 S33


cell

·


V +

1

V +
2

V +
3


cell

(28)

where [S]cell = [S11 · · ·S33]T is the scattering matrix of a unit cell and [V +]cell =

[V +
1 V

+
2 V

+
3 ]T is the complex excitation (amplitude and phase) at the input ports of

a unit cell. Evaluating (28) and interconnecting a feed network as in Figure 12, it can

be simulated and analyzed a beam-forming network that uses CORPS technology.

3.3.2 2D CORPS-BFN

Based on (Betancourt & Rio, 2011) and (Betancourt & del Rio Bocio, 2007), a general

methodology to define a BFN based on CORPS is described. This methodology takes

into account all possible configurations allowed to feed a N by N planar array. In the

19A3λ/2 ring impedance transformer of five ports.
20Hybrid ring with some improvements in terms of adaptation, isolation levels and wideband per-

formances.
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same way, this process divide into two stages the structure of a CORPS-BFN system

to feed a rectangular planar array.

In order to standardize the terminology with literature (Betancourt & del Rio Bocio,

2007), the term CORPS-BFN of one dimension will be termed as C-BFN. These C-

BFNs integrate a CORPS-BFN system (2D CORPS-BFN).

The CORPS feed network system is defined in two stages. Suppose that the first

stage is composed by Q C-BFN that support the Q×M input ports of the system and

the second stage contains N C-BFN to support the N ×N output ports.

The design methodology and related parameters (i.e., N, M and Q) of a CORPS-

BFN system is illustrated in Figure 13. The methodology is summarized in the following

steps:

N

N

Q

N

Q

M

N by N Output Ports

Q by M Input Ports

Stage 1

Stage 2
C-BFN

 ...  ...  ...

... ... ...
...

... ... ...

... ... ...
...C-BFN

Figure 13. General scheme of a CORPS feed network system.

• Define the number of inputs/outputs of the feed system. Set M ×M inputs and
N ×N outputs. Tipically M ≤ N .

• Divide M into Q blocks. In this case, Q defines both the number of C-BFN blocks
in stage 1 and the number of inputs of each block at stage 2. Tipically Q ≤ N .
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• Set the first stage with Q blocks (C-BFN) each one of M inputs and N outputs.

• Set the second stage with N blocks (C-BFN) each one of Q inputs and N outputs.

• Interconnect the first stage with second stage. The interconnection process be-
tween stages is carried out on the basis that each output of the first C-BFN at
stage 1 (most left-one) is connected to the first input port of each C-BFN at
second stage, and so forth.

In this way, a C-BFN of first stage is composed of N −M layers and one in the

second stage have N −Q layers.

3.4 Chapter Summary

The fundamentals and working principles of CORPS technology are described in this

chapter. The principles describing the coupling mechanisms within these structures

define and give meaning to a CORPS structure. Similarly, this chapter includes the

application of CORPS technology to beam-forming networks, which is the focus of

this thesis. Thus, the CORPS-BFN is modeled mathematically from its basic unit (S

or R node) which is used to form a complete network. Moreover, the CORPS-BFN is

extended to bidimensional networks, through a detailed design methodology. Thus, this

chapter in which the CORPS-BFN is modeled complements the foundations necessary

to implement a complete antenna system, with its integration to the previous chapter

concerning to the antenna array subsystem and the antenna pattern synthesis.



4. Design of Beam-forming Networks for
Multi-beam Antenna Arrays based on
CORPS: Part I - Mathematical
Modeling

4.1 Introduction

The increase of technologies that require advanced features in modern antenna systems

such as the dynamic redirection and reorganization of its services combined with the

ability to handle multiple independent beams, require solutions that combine these

characteristics efficiently. These features are combined effectively in multiple-beam

forming networks (M-BFN).

There are different alternatives to use a M-BFN (as noted in Subsection 1.2). This

chapter presents the technological concept of coherently radiating periodic structures

applied into BFN (previously seen in Chapter 3) in order to design a multiple-beam

forming network. In this way, CORPS-BFN technology is approached as as an alterna-

tive beam-forming network, efficient and innovative for multi-beam antenna systems.

In addition, an open research area in modern antenna systems is associated with

the reduction and simplification the beam-forming network for the purpose of reducing

weight, size and cost of a complete antenna system. In this context, the study of new

structures for designing CORPS-BFN can be focused on design cases where the sim-

plification and performance of the network can be improved for the antenna geometry

and by advanced compression techniques used in the synthesis of antennas.

For the above, in this chapter three design approaches based on CORPS beam-

forming networks are presented. The first two approaches are focused in the array
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geometry (linear and planar antenna array, respectively) and the third one is based on

the simplification of a CORPS-BFN using compressive arrays. In this way, the design of

CORPS networks for antenna arrays is presented and divided into two chapters. This

first part (Chapter 4) deals only with the mathematical modeling of these approaches

and the second part (Chapter 5) with simulation case studies for each design approach.

4.2 Design Approach of a CORPS-BFN for Multi-

beam Linear Antenna Array

The design of a beam-forming network for a steerable multi-beam antenna array

in a linear geometry using the CORPS technology is presented. In this design, the

input ports of the feed network are optimized using particle swarm optimization (PSO)

algorithm (Section 2.4.2). In addition, the design strategy satisfies one of the most im-

portant trade-off related to the side lobe level (SLL) and directivity (D) (Section 2.2.1).

4.2.1 CORPS-BFN in linear arrays

To design a CORPS-BFN for an antenna array configuration, first it must be consid-

ered the CORPS-BFN model previously introduced in Section 3.3.1. This model is

implemented using identical unit cells as a basic node (S or R nodes) to form an entire

feed network, as was previously shown in Figure 12.

In this case, a unit cell is represented as a 3-port component characterized by the

following scattering matrix, from (27) is written as:
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[S]node =


0 j√

2

j√
2

j√
2

0 0

j√
2

0 0

 (29)

In the same way, in order to evaluate the fields (V −) after an S-node or R-node,

(28) can be simplified as follows:

V − = SV + (30)

In (30), S is the scattering matrix of a unit cell and V + is the complex excitation at

the input ports of this unit cell. Using (30) and the schematic of a CORPS-BFN from

Figure 12, it is possible to establish an iterative code that represents the propagation

of signal throughout a CORPS-BFN configuration previously established.

Additionally, in the design of a CORPS-BFN it must be considered the geometry

used on the antenna array. In this case, for linear arrays (one-dimensional) configura-

tions it should be analyzed its array factor. Assuming an equidistant linear array, the

array factor can be rewritten from (9) as follows:

AF(θ, a,p) =
N∑
n=1

Ine
jkdncos θ (31)

where In represents a complex excitation (In = Ane
ξn) in the nth radiator of the array, k

is the wavenumber, dn represents the position of the nth antenna element with respect

to the first radiator in the array and θ is the angle with respect to the normal that

indicates the direction of radiation in the space.

The complex excitations feeding the M input ports of the CORPS network consider

proposed inputs (i.e., the complex excitations to feed the nth radiator of the array) and
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a progressive phase excitation (considering the feed network) and can be expressed as:

ai = Ai exp(jξi) exp(jψi) for 1 ≤ i ≤ N − L (32)

where N is the total number of antenna elements and L is the number of layers of the

CORPS network. The term ψi in (32) is:

ψi = −kdmi cos θ0 (33)

In (33) θ0 indicates the direction of maximum radiation and the parameter dmi is

given by:

dmi = di +
N − 1

N − 1− L
(34)

here dmi is not a design parameter. The idea of setting these parameters is the following:

the first term Ai exp(jξi) in (32) denotes the typical complex excitation (amplitude

and phase, respectively) where ξi ∈ [0, 180]. The purpose of establishing this phase

excitation is that the optimization process searches possible phase perturbations that

generate a near-optimal array factor with angles of the main beam near the direction

of interest. The second term exp(jψi) adds a phase excitation in the complex inputs

of the feed network related to a linear interpolation of a conventional progressive phase

excitation.

Moreover, in the design of CORPS-BFN is necessary to confront the beam shaping.

In this case, the antenna pattern synthesis is done with the help of evolutionary opti-

mization. The reason for using this approach, is due to the number of possible input

combinations to find a set of complex excitations that result in a radiation pattern that
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meets specific objectives. This problematic could represent an NP-Hard21 problem. For

this reason population-based stochastic optimization algorithms are suggested with the

benefit to handle multimodal and nonlinear optimization problems (Eiben & Smith,

2003).

The optimization process followed to obtain near-optimal solutions to the complex

inputs to feed the BFN is described in the next subsection.

4.2.2 Optimization process using PSO

The optimization process in CORPS-BFN is used to obtain complex excitations (ampli-

tudes and phases) that should be directly applied at the input ports of the network. For

this specific case, these excitations are determined by a population-based metaheuristic

called particle swarm optimization (PSO) (see Section 2.4.2).

The behavior of PSO can be summarized into a single operator (velocity) vtkd and

an equation for the particle position xtkd, these equations can be rewritten from (19)

and (20), respectively as follows:

vtkd = ωvt−1
kd + c1ε1k(p

∗
kd − xt−1

kd ) + c2ε2k(g
∗
d − xt−1

kd ) vtkd ≤ vd,max ∀d (35)

xtkd = xt−1
kd + vtkd (36)

where ω is the inertial weight, c1 and c2 are the acceleration constants. The terms

denoted by ε are random numbers uniformly distributed in U [0, 1]. The personal best

and global best are denoted by p∗kd and g∗d, respectively.

The optimization process used by PSO follows the next steps: PSO generates par-

ticles as possible solutions. These particles or individuals are encoded by two vec-

21Nondeterministic polynomial-time hard.
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tors of real numbers which represent amplitude a = [A1, A2, . . . , AN−L]22 and phase

p = [ξ1, ξ2, . . . , ξN−L]23 perturbations (A and ξ are the optimization variables proposed

in the design procedure and each variable is treated separately). Each particle gener-

ates an array factor of certain characteristics of side lobe level and directivity. Then the

PSO operator of velocity (35) and the position equation (36) are used for moving each

particle through the solution space. Finally, PSO finds a global solution that generates

an array factor with minimum side lobe level and maximum directivity in the desired

direction.

In this work, PSO is used just as an optimization tool for the advantages of the

algorithm itself. The performance comparison between PSO and other algorithms for

this purpose is out of the scope of this research work.

The objective function can be deduced using (2) and (8), and can be written as:

minimize (|AF(θSLL, a,p)|/max |AF(θ, a,p)|) + (1/D(θ, a,p))

subject to Ai ∈ A and ξi ∈ P, ∀i = 1, 2, . . . , N − L
(37)

where A = [4, 12] and P = [0, 180] are the amplitude and phase domains, respectively,

and θSLL is the angle where the maximum side lobe is attained. The goal is to min-

imize the weighted sum that involves both objectives (side lobe level and directivity

respectively), which are uniformly weighted in the cost function.

22AN−L represents the amplitude excitation of the (N −L)th input port of the CORPS network in
the set a.

23ξN−L represents the phase excitation of the (N − L)th input port of the CORPS network in the
set p.
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4.3 Design Approach of a CORPS-BFN for a Multi-

beam Planar Antenna Array

This design approach deals with a novel way to design and analyze beam-forming

networks for a steerable multi-beam planar antenna array using CORPS structures.

The complex inputs of the feed network are optimized using the well-know method

of Genetic Algorithms (GA)(Section 2.4.1). The main objective of this approach is

presenting a new perspective in the design of a CORPS-BFN considering a scannable

multi-beam planar array with optimized inputs.

4.3.1 CORPS-BFN in planar arrays

Similarly to the linear case, the CORPS-BFN design for a planar antenna array con-

figuration is based in the CORPS-BFN model presented in Section 3.3.1. Therefore, it

is necessary to represent a basic node as in (29) and use (30) to determine the fields

at the output of each node. In the same way, it is necessary to define a configuration

based on Figure 12 to establish initially configurations in one dimension.

At the top of the feed network, it must consider the geometry used on the antenna

array. In this case it is assumed an equidistant planar array of N×N antenna elements

(two-dimensional). For simplicity, consider the planar array to be made of omnidirec-

tional antenna elements. Its array factor can be extracted from (13) and is rewritten

in the next equation:

AF(θ, ϕ, a,p) =
N∑
i=1

N∑
j=1

Iije
jk[(xij sin θ cosϕ)+(yij sin θ sinϕ)] (38)

where Iij represents the complex excitation (Iij = Aije
ξij) of the ij th antenna element

of the array, k is the wavenumber, xij and yij indicate the position of the ij th element
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of the array and the angles θ and ϕ indicate the spatial direction of radiation in the

elevation and azimuth plane respectively.

The complex excitations feeding the M input ports of the CORPS-BFN system

consider the proposed inputs (i.e., the complex excitation to feed the ij th radiator of

the array) and a progressive phase excitation (considering the feed network) and are

given by:

aij = Aij exp(jξij) exp(jψij) for 1 ≤ i ≤M and 1 ≤ j ≤M (39)

where M represents the number of input ports of each C-BFN that electronically control

the radiation pattern (M = N − L). The term ψij in (39) is:

ψij = −k[xmij sin θ0 sinϕ0 + ymij sin θ0 cosϕ0] (40)

In (40), (θ0, ϕ0) indicate the direction of maximum radiation in azimuth and eleva-

tion respectively and the parameters xmij and ymij are given by:

xmij = xij + (d/L)(i− 1) ymij = yij cos (θ/L) (41)

where d is the constant value of uniform spacing between antenna elements in the

array and L is the total number of layers of the CORPS-BFN system. Similarly to

the linear case, xmij and ymij are not design parameters. Basically the idea of setting

these parameters are the same as in the linear case. The first term Aij exp(jξij) in

(39) denotes the typical complex excitation (amplitude and phase, respectively) where

ξij ∈ [0, 180]. The second term exp(jψij) adds a phase excitation in the complex inputs

of the feed network related to a linear interpolation of a conventional progressive phase
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excitation.

In this case, a similar optimization process as described in Section 4.2.2 is used and

is presented in the next subsection.

4.3.2 Optimization process using GA

The optimization process in CORPS-BFN is used to obtain complex excitations (ampli-

tudes and phases) that should be directly applied at the input ports of the network. For

a bidimensional feed network, this task can be considered more complex since several

one-dimensional CORPS-BFN blocks have to be fed and interconnected. The steps for

the interconnection of CORPS-BFN blocks are described in the methodology presented

in Section 3.3.2.

To feed a planar antenna array, it was selected a robust and well-known heuristic

technique called genetic algorithms (GA) (see Section 2.4.1).

By analogy with the process of natural selection and evolution, in GA the set of

parameters to be optimized (genes) defines an individual or potential solution X (chro-

mosome). A collection of individuals form the population, which evolves through three

basic operators (selection, crossover and mutation). The optimization process used by

the GA follows the next steps: The genetic algorithm generates individuals as candidate

solutions. These individuals are encoded in two vectors of real numbers which represent

amplitude a = [A1, A2, . . . , AN−L] and phase p = [ξ1, ξ2, . . . , ξN−L] perturbations (A

and ξ are the optimization variables proposed in the design procedure and each variable

is treated separately). Each individual generates an array factor of certain characteris-

tics of side lobe level and directvity. Then, the genetic operators of selection, crossover,

and mutation are used to obtain solutions which tend to improve with each iteration.
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The genetic algorithm evolves the individuals to a global solution that generates an

array factor with minimum side lobe level and maximum directivity in the direction of

interest.

In this work, in the same manner as PSO the genetic algorithm is used just like

an optimization tool for the advantages of the algorithm itself, performance evaluation

between GA with others algorithms in this application is outside the scope of this thesis.

Finally, the objective function to minimize can be written as:

minimize (|AF(θSLL, ϕSLL, a,p)|/max |AF(θ, ϕ, a,p)|) + (1/D(θ, ϕ, a,p))

subject to Ai ∈ A and ξi ∈ P, ∀i = 1, 2, . . . , N − L
(42)

where A = [1, 14] and P = [0, 180] are the amplitude and phase domains, respectively,

and (θSLL, ϕSLL) is the angle where the maximum side lobe is attained. The goal is to

minimize the trade-off between both objectives (side lobe level and directivity) that are

uniformly weighted in the cost function.

4.4 Design Approach in the Simplification of a

CORPS-BFN using the Matrix Pencil Method

In this section an innovative way to simplify the design of beam-forming networks

based on CORPS technology for steerable multi-beam antenna arrays using the non-

iterative matrix pencil method (MPM) is presented. This design approach is based

on the application of the MPM in linear arrays fed by CORPS-BFN configurations

to further reduce the complexity of the beam-forming network. In this manner, the

objective of this approach is to demonstrate the possible simplification of a CORPS-

BFN applying the MPM to the antenna array to reduce the number of the antenna
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elements, but generating an approximate radiation pattern with a less complex BFN

design.

4.4.1 The CORPS-BFN subsystem and its optimization

The first step in this design approach considering the linear case, is to take into account

the CORPS-BFN model previously presented in Section 3.3.1. And then, follow the

steps that are exactly the same as for the design approach for a linear antenna array

previously presented in this chapter, in Section 4.2. This can be done by replicating

the explained process from (29) to (34).

In the same way that all the above approaches discussed in this work. The next

step is to apply an optimization process to obtain the complex excitations that should

be applied at the input ports of the network, in this specific case the PSO algorithm

is applied in the same manner as in Section 4.2.2. Finally, it is necessary to apply the

method to reduce the number of antenna elements of the linear array while maintaining

a similar radiation pattern. This method is explained in the next subsection.

4.4.2 The matrix pencil method applied to the compression of
the antenna array

In order to compress a one-dimensional antenna array of M elements using the

Matrix Pencil Method developed by Liu et al. (2008), (31) can be parameterized in

terms of u (reference pattern) for sampling purposes, as follows:

AFref(u) =
M∑
n=1

Ine
jkdnu (43)

where u = cos θ, and must be resolved the following optimization problem:
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minimize (P )

subject to

{
min

{I∗n,d∗n}n=1,...,P

∥∥∥∥∥AFref(u)−
P∑
n=1

I∗ne
jkd∗nu

∥∥∥∥∥
L

}
≤ ε

(44)

where I∗n and d∗n ∀n = 1, . . . , P are the complex excitation and the position of the P

antenna elements obtained after the compression. Additionally, if the least square error

(LSE) is used, then L = 2. If the LSE is less than ε, then the new one-dimensional array

has the minimum number of elements while maintaining the same radiation pattern as

the reference array factor AFref(u). The methodology for solving this problem consists

of two stages, in the first one is computed the singular value decomposition (SVD) of

the Hankel matrix [Y] formed by the S samples of the parameter u in the reference

array factor AFref(us). That is, ∀us = s∆ = s/S, s = −S, . . . , 0, . . . , S subject to

the Nyquist sampling theorem condition ∆ ≤ λ/2dmax, where dmax = max{dn}. In

this way, it is obtained the spectrum of the E singular values which determines the

elements to be discriminated in the calculation of the array factor according to the

following expression:

P = min

p;
∣∣∣∣∣∣∣∣∣∣

√
E∑

n=p+1

σ2
n√

p∑
n=1

σ2
n

∣∣∣∣∣∣∣∣∣∣
< ε

 (45)

Then the singular value decomposition (SVD) of the matrix [Y] is carried out as:

[Y] = [U] [Σ] [V]H (46)

where [U] ∈ C(2S−L+1)×(2S−L+1) and [V] ∈ C(L+1)×(L+1) are unitary matrices. [Σ] =

diag{σ1, σ2, . . . , σM , . . . , σE;σ1 ≥ σ2 ≥ . . . ≥ σE} with {σi} being the ordered singular
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values of [Y], and E = min{2S − L+ 1, L+ 1}. The lowest rank Hankel matrix [YP ],

which minimizes the LSE is defined as:

[YP ] = [U] [ΣP ] [V]H (47)

Once the matrix [YP ] has been calculated, the second step consists of using the

MPM to estimate the parameters {z∗n} corresponding to the position of the new P

array elements. For this purpose, the following generalized eigenvalue problem must be

solved:

{(
[VP,b]

H [VP,b]
)−1 (

[VP,t]
H [VP,t]

)
− z∗

}
(48)

where [VP,b] ∈ CL×P (respectively [VP,t] ∈ CL×P ) is obtained after deleting the top row

(respectively the bottom row) of [VP ] ∈ C(L+1)×P . The matrix [VP ] if formed by the

first P singular vectors taken from the left side of [V] shown in (47).

Using Eq. (48) the parameters z∗n were obtained, then it is possible to calculate the

new position of the antenna elements and excitations as:

d∗n =
1

jk∆
log(ẑ∗n); j =

√
−1 (49)

I∗n =

([
Ẑ
]H [

Ẑ
])−1 [

Ẑ
]

AFref(us) (50)

where

ẑ∗n =
z∗n
|z∗n|

(51)

AFref(us) = (AFref(−S),AFref(−S + 1), . . . ,AFref(S))T (52)
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[
Ẑ
]

=



(ẑ∗1)−S (ẑ∗2)−S · · · (ẑ∗P )−S

(ẑ∗1)−S+1 (ẑ∗2)−S+1 · · · (ẑ∗P )−S+1

...
...

. . .
...

(ẑ∗1)S (ẑ∗2)S · · · (ẑ∗P )S


(2S+1)×P

(53)

Taking into account that this synthesis technique is based on Prony’s method (Hua

& Sarkar, 1990), the new position of the antenna elements d∗n can be complex in those

cases where |Z∗n| 6= 1. However, since the calculation of the excitation currents shown

in (50) is obtained using a least squares approximation, it is possible to discard the

imaginary part of d∗n without noticeably affecting the antenna array performance.

4.5 Chapter Summary

The mathematical modeling for the design of multiple-beam forming networks based

on CORPS technology for scannable multi-beam antenna arrays has been presented

in this chapter. The design of CORPS-BFN for multi-beam systems is introduced

with three different approaches, where the evolutionary optimization is applied as a

fundamental tool to obtain near-optimal solutions to the complex inputs to feed the

network. Thus, the author presents the design of CORPS-BFN for linear and planar

antenna array geometries and an additional approach for the design of a simplified

feed network based on CORPS structures with the non-iterative matrix pencil method.

The mathematical modeling introduced in this chapter is used in the next one, which

presents the simulation and analysis of different case studies based on the previously

introduced approaches.



5. Design of Beam-forming Networks for
Multi-beam Antenna Arrays based on
CORPS: Part II - Case Studies

5.1 Introduction

This chapter presents various case studies related to the design of CORPS beam-forming

networks for antenna arrays. Each case study is related to a specific design approach

presented in the previous chapter which are continued in this second part.

The cases studies are intended to show the possible benefits and performance of the

network. Furthermore, each case study presents one or more original and specific config-

urations of CORPS. The range of options to propose CORPS network configurations are

vast as discussed in Chapter 3, Section 3.3.1. Therefore, network configurations must

be carefully proposed by the designer depending on several factors, such as the type of

antenna array that feed, the number of beams to handle, and the target application.

On the other hand, it should be noted that all simulations in this chapter and in

general the whole thesis were developed in the MATLAB simulation environment.

5.2 Design Approach of a CORPS-BFN for a Multi-

beam Linear Antenna Array

5.2.1 Case study

To demonstrate the potential of CORPS technology applied to a beam forming network

that feeds a set of antenna elements, in this work the next 2-beam design configuration

is analyzed:
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The configuration proposed shown in Figure 14 is a linear array system of 20 array

antenna elements with 19 feeding ports (i.e. M = 19 and N = 20) implemented as

a CORPS-BFN of one layer, with 10 complex inputs to control 11 antennas (beam

#1) and 9 complex inputs to control 10 antennas (beam #2). In this manner, for

this particular configuration an orthogonal signal could be conformed and controlled

by the first 10 of the 20 feeding ports and the other 9 remaining to be used for another

orthogonal signal, thus both signals can be scanned toward different or very close spatial

locations.

The idea is to establish each group of inputs in a strategic way in order to have

the capability to control electronically the corresponding beam pattern over a scanning

range, considering the behavior of CORPS structures.
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Figure 14. Proposed configuration of CORPS-BFN: ULA system of 19 feeding ports and
20 antenna elements considering 10 inputs × 11 outputs form beam #1 and 9 inputs
× 10 outputs for beam #2.

The objective is to evaluate the behavior of the array factor generated by the con-

figuration of CORPS-BFN for a steerable multi-beam linear array.

The evaluation of the array factor considers a steering range of 80 degrees, with

an angular step of 10 degrees for a 20 elements antenna array and a uniform spacing

between antenna elements of λ/2. In the same way, PSO was implemented for the

optimization with the following parameters:

The optimization is executed using 200 individuals throughout 500 iterations to

ensure a good sampling of the solution space, a global topology of PSO is used with a
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time-varying inertial weight (ω) that decrease linearly from 0.9 to 0.4 throughout the

iterations, the acceleration constants (c1, c2) are set to 2.0 and the maximum allowed

velocity (vd,max) is set as ω · r where r = (vd,max − vd,min) (Arce et al., 2009; Eberhart

& Shi, 2001; Jin & Rahmat-Samii, 2007; Khodier & Christodoulou, 2005).

To perform a comparative analysis of the linear array system that considers CORPS-

BFN as a feed network and the system without it, the following case study is proposed:

in this study are analyzed 3 different cases, a uniform linear array (ULA) without

optimization (i.e. the natural response of the array), a linear array considering the

optimization of amplitude and phase without the use of CORPS-BFN, and finally a

linear array fed by a CORPS-BFN with a proposed configuration (Figure 14).

This study provides information about the performance of the system in different

configurations to conform a steerable radiation pattern. Thus, the study is based on

the trade-off between side lobe level and directivity. Moreover, in the configuration

that uses CORPS-BFN is expected an inherent simplification of the network in terms

of the hardware used.

Note that to make a fair analysis in this case study, the behavior of one formed beam

is studied and the number of control signals (inputs of the system) used to control the

beam are the reference.

The obtained results from simulations are explained below.

5.2.2 Simulation results

Figures 15 and 16 show the performance in side lobe level and directivity respectively.

In both figures different design cases are considered in which 10 control signals are taken

for controlling just one beam through the scanning range. This scanning range is set
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between 50◦ ≤ θ0 ≤ 130◦, with an angular step of 10◦.

In Figure 15 the isolation level from the main beam with respect to secondary

lobes in different directions of interest are evaluated. The ULA conventional case is

outweighed by the design case that optimizes both amplitude and phase perturbations

with PSO but without CORPS-BFN. This optimized case reaches slightly higher values

under -20dB in all the steering range. On the other hand, the behavior of CORPS-BFN

configuration reaches the best performance with numerical values under -24dB when

the direction of interest is near broadside region.
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Figure 15. Side lobe level with respect to the steering direction of interest.

The directivity in different spatial directions of interest is evaluated in Figure 16.

In this figure similar values of directivity between the optimized case without CORPS

and the CORPS case with respect to the ULA conventional case are shown, with values

between 9.5 to 10dB at 90 degrees for the three cases.

It is interesting to note that the values of SLL shown in Figure 15 achieving a

better performance by the CORPS-BFN case and the directivity near the ULA case
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Figure 16. Directivity with respect to the steering direction of interest.

configuration reached by the same CORPS-BFN configuration in Figure 16, relies on the

fact that CORPS-BFN allows to handle more antenna elements (in this case 11 antenna

elements) with just 10 control inputs (i.e. a CORPS-BFN of one layer), showing that a

network simplification can be made, reducing the number of control signals to handle

more antenna elements to improve the performance.

The only disadvantage shown by the simulations is related to the visible window

of approximately 70◦ which maintains the side lobe level under -20dB in this confined

area (see Figure 15). Despite the above, CORPS-BFN has unique features that make

it a good candidate for beam forming networks.

In Figure 17, it is shown an example of the radiation pattern of 2-beam system

conformed by the configuration proposed optimized with PSO. This figure shown the

CORPS-BFN capabilities to handle SLL and directivity to specific spatial locations.

The orthogonal beams can scan the main beam towards highly nearby angles, with

the advantage of not being a switched beam forming network (e.g. Butler matrix) and
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control a fully adaptive radiation pattern.
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Figure 17. Array factor obtained by CORPS-BFN (the beam #1 is set to 60 degrees
and beam #2 to 120 degrees).

The array factor behavior conformed by the CORPS system is showed in Figure 17,

the direction of interest is set to 60◦ for beam #1 and 120◦ for beam #2. This particular

configuration of CORPS only permits to control a subset of antenna elements of the

array for each beam pattern. However, desired SLL could be remained in a wide

scanning range with a good directivity response (see Figure 15 and Figure 16). The

orthogonal beams generated and scanned are conformed with N − 1 complex inputs

feeding the CORPS-BFN.

Finally, to complete the analysis, Figure 18 shows the specific values in amplitude

and phase perturbations, related to the SLL and D obtained by computing the corre-

sponding array factor generated by CORPS-BFN with the 2-beam design in Figure 17.

This figure provides valuable information for possible implementation in hardware. The

analysis demonstrates that the amplitude and phase excitations that feeds the CORPS-

BFN optimized by PSO algorithm can achieve a good performance covering the most
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Figure 18. Amplitude and phase distributions at the input ports of CORPS-BFN for
the example showed in Figure 17.

important trade-off between SLL and directivity, allowing this configuration to be a

good alternative to be implemented in a multi-beam scenario.

5.2.3 Discussion on a CORPS-BFN for linear arrays

The design of a multi-beam BFN based on a configuration of CORPS for scannable an-

tenna arrays using optimization has been introduced. Simulation results reveal that the

design of multi-beam CORPS-BFN optimizing the complex inputs with PSO algorithm

could cover the most important requirements to feed antenna arrays. The CORPS-BFN

configuration studied and analyzed showed the advantages and drawbacks of adopting

this technology. Highlighting the support to conform orthogonal multiple beams with

the reduction of control signals (simplification of the BFN) to electronically scan the

beam pattern over a wide range. Particularly, the CORPS-BFN configuration based

in the control of a subset of antenna elements for each beam pattern demonstrated a
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good performance complying the essential requirements in terms of SLL and directiv-

ity. Depending on the design requirements (scanning, directivity and the simplification

of the network), a suitable configuration can be set. Future work will deal with dif-

ferent CORPS-BFN configurations (e.g. more layers) and designing CORPS-BFN for

multi-beam planar (bidimensional) arrays searching to extend the advantages of the

system.

5.3 Design Approach of a CORPS-BFN for a Multi-

beam Planar Antenna Array

5.3.1 Case study

To analyze the performance of a multi-beam CORPS-BFN in a planar antenna array, it

is proposed a configuration capable of controlling 9 orthogonal beams simultaneously.

Furthermore, taking advantage of unique features of CORPS technology it is proposed

a novel way to feed the network for the planar array. In this proposal the control of the

9 beams is realized by alternating input ports in subgroups where the input ports are

reused by more than one signal or beam as illustrated in Figure 19.

The idea is to establish each group of inputs in a strategic way in order to have the

capability to control electronically the corresponding beam pattern (over a scanning

range) with a smaller number of complex inputs with respect to the number of radiators

employed, considering the behavior of CORPS structures.

The CORPS feed network system was established defining the structure of CORPS-

BFN system in 2 stages to feed the planar array(similarly to the methodology in Section

3.3.2). Each stage is composed for N CORPS-BFN blocks of one dimension. These

blocks collectively integrate a complete CORPS-BFN system (2D CORPS-BFN) shown
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in Figure 19.
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Figure 19. Network configuration of the CORPS-BFN system.

The first stage is formed by 8 CORPS-BFN blocks of one dimension with 15 input

ports and 16 output ports. The index in each input port shown in Figure 19 indicates

the number of beam or signal introduced that is related to a group of complex inputs

for each beam, i.e. the index number 1 of each CORPS-BFN block belongs to the group

of complex inputs for the beam #1 and so on for the 9 beams (the asterik denotes that

the index input is not excited).

The second stage is formed by 16 CORPS-BFN blocks of one dimension with 8

input ports and 9 output ports. The 8 input ports of each of the 16 CORPS-BFN

blocks in this stage are connected to the 16 output ports of each of the 8 CORPS-BFN

blocks of the first stage. The stages are connected as follows: the 8 input ports of

the first CORPS-BFN block in the second stage are connected to the first output of

each of the 8 CORPS-BFN blocks of the first layer, the 8 input ports of the second

CORPS-BFN block in the second stage are connected to the second output of each of
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the 8 CORPS-BFN blocks of the first stage and so on for all CORPS-BFN blocks in

the second stage.

Furthermore, as shown in Figure 19 the input index of each CORPS-BFN block of

the second stage is determined by the index of the CORPS-BFN block of the first stage,

e.g. the 2nd input port of the 1st CORPS-BFN block of the second stage is connected

to the 1st output port of the 2nd CORPS-BFN block of the first stage.

In the CORPS-BFN system shown in Figure 19 there are a total of 144 outputs after

the second stage feeding a planar array of 12×12 antenna elements as shown below in

Figure 20.
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Figure 20. Distribution of the 9 beams within the planar array structure.

The planar array structure in Figure 20 is fed by the network described above. The

complete multi-beam system is designed to generate 9 orthogonal beams simultaneously.

This multi-beam system design is achieved through the reuse of input ports for more

than one beam together with the natural overlap between adjacent beams in the CORPS
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feed network, to finally obtain an efficient radiating aperture reuse.

In Figure 20 each beam is formed by a subset of 36 antenna elements (6×6 antenna

subarray). The beam #1 is generated by the antenna elements in the bottom left of

the array (black square), beam #2 is generated in the bottom center of the array (red

square), beam #3 is generated in the bottom right of the array (blue square), beam

#4 is generated in the center left of the array (green square), beam #5 is generated

in the center of the array (pink square), beam #6 is generated in the center right of

the array (purple square), beam #7 is generated in the top left of the array (orange

square), beam #8 is generated in the top center of the array (brown square) and beam

#9 is generated in the top right of the array (cyan square).

Finally, the same Figure 20 shows the detailed interconnection for beam #1 between

the CORPS-BFN blocks of the second stage and the planar array structure. The first

3 rows and columns in the bottom left of the black square (3×3 antenna elements)

are the outputs of the first CORPS-BFN block with indices from 1 to 9 (first group of

outputs). The second group of outputs in the bottom right of the black square are the

outputs of the second CORPS-BFN block. The third and fourth group of outputs in

the top of the black square are the outputs of the third and fourth CORPS-BFN block

respectively. As shown in Figure 20, the third and fourth group of outputs have the

same interconnection than the first and second group of outputs. This interconnection

is repeated for each of the 9 beams throughout the planar array structure.

The objective is to evaluate the behavior of the array factor generated by the com-

plete CORPS-BFN system that includes a specific configuration for a steerable multi-

beam planar array and demonstrate the possibilities of simplification and the perfor-

mance advantages of using a CORPS-BFN on a planar array.

The method of GA was implemented to study the behavior of the array factor
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(Che & Bian, 2008; Marcano & Duran, 2000; Soltankarimi et al., 2004) generated by

the configuration shown in Figure 19. The evaluation of the array factor generated

in the azimuth plane in the cut of θ = 90◦ considers a steering range of 320◦ with an

angular step of 40◦ for a planar array of 12×12 antenna elements and a uniform spacing

between antenna elements of 0.5λ. The parameters are set based on previous experience

in solving antenna problems (Arce et al., 2009; Reyna & Panduro, 2008). After a trial

and error procedure for a parameter tuning, the parameters of the algorithm were

set as follows: the GA algorithm is executed using 1000 individuals (population size)

throughout 1000 iterations (the stopping criterion is based on the number of iterations)

to ensure a good sampling of the solution space, with a crossover probability Pc = 1.0

and mutation probability Pm = 0.1. A selection scheme combining fitness ranking and

roulette wheel selection was implemented (Goldberg, 1989; Eiben & Smith, 2003). The

used genetic operators are standard: the well-known two point crossover (Goldberg,

1989; Eiben & Smith, 2003) along with a single mutation where a locus is randomly

selected and the allele is replaced by a random number uniformly distributed in the

feasible region of the search space.

5.3.2 Simulation results

Figure 21 shows an example of the array factor of the 9-beam system generated by

the CORPS-BFN system previously presented in Section 5.3.1. The system is a planar

array of 12×12 (144 antenna elements) and 120 input ports with 16 complex inputs to

control 36 antennas for each beam.

The optimized radiation pattern shows the CORPS-BFN capabilities to handle SLL

and directivity in specific spatial locations for each of the 9 beams. Furthermore, the
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Figure 21. Array factor of the planar array generated by CORPS-BFN system with
complex excitations optimized by GA in the cut of 90◦.

coherent network can scan each main beam to any desired direction using just 16 input

ports for 36 antenna elements. In this specific case the direction of maximum radiation

is directed along the axis ϕ and set in ϕ0 = 20◦ for beam #1, ϕ0 = 60◦ for beam #2,

ϕ0 = 100◦ for beam #3, ϕ0 = 140◦ for beam #4, ϕ0 = 180◦ for beam #5, ϕ0 = 220◦

for beam #6, ϕ0 = 260◦ for beam #7, ϕ0 = 300◦ for beam #8 and ϕ0 = 340◦ for beam

#9.

Furthermore, in Figure 22, as a complement to Figure 21, shows the radiation

intensity of the CORPS-BFN system. In this figure it is easy to observe the main beam

steering of each of the 9 beams generated. The specific numerical values of side lobe

level, directivity, and amplitude and phase distributions for the array factor illustrated

in Figure 21 is shown in Table 1.

Table 1 shows the numerical values of side lobe level and directivity obtained by

simulation, related to specific values in amplitude and phase perturbation distributions
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Table 1. Numerical values of SLL and D with its amplitude and phase distributions for
the array factor shown in Figure 21.

# of Beam ϕ0(deg) SLL(dB) D(dB) Amplitude distribution Phase distribution(deg)

1 20 -11.94 8.93 10.3970, 7.1140, 5.0772, 128.52, 96.03, 43.66,
2.3355, 5.9640, 4.9668, 88.50, 150.82, 58.60,
9.5763, 3.7475 8.3780, 122.73, 103.16, 133.14,
2.9796, 7.9701, 12.5188, 108.33, 85.61, 88.84,
1.2965, 7.8029, 5.6345, 169.88, 110.13, 90.34,
4.6073 122.43

2 60 -15.24 9.91 11.1752,1.3147,11.1378 117.29, 120.53, 71.40,
9.9898,11.9785,12.8518, 136.71, 117.41, 99.98,
7.9790, 4.4019, 9.2311, 109.29, 159.27, 108.83,
12.6083,4.6889,13.0916, 105.53, 50.00, 54.30,
3.4131, 13.5388, 6.3963, 104.30, 90.13, 105.06,
10.2621 104.02

3 100 -17.39 11.52 4.7913, 8.8830, 7.9199, 84.23, 114.21, 36.61,
11.5519, 5.7256, 7.1472, 44.49, 61.07, 90.34,
4.8219, 4.1242, 11.9429, 113.40, 78.95, 57.26,
6.9350, 1.9021, 12.1611, 78.52, 55.17, 78.27,
2.6526, 5.5082, 12.2492, 95.82, 39.96, 107.12,
10.4667 79.65

4 140 -17.91 11.31 11.1752,12.3125,8.2230, 133.67, 66.28, 95.58,
12.0261, 7.9044, 7.2317, 114.76, 79.91, 50.69,
7.2871, 7.9878, 10.5441, 159.68, 89.20, 96.11,
5.8969,11.6612,13.5075, 124.97, 127.86, 86.33,
7.0840, 7.9167, 4.9503, 109.82, 102.99, 60.12,
10.2835 143.35

5 180 -17.63 9.97 8.4864, 6.1150, 5.0772, 56.20, 56.72, 49.90,
8.9706, 4.2146, 13.4937, 79.71, 69.81, 54.98,
7.2871, 4.3038, 10.8085, 59.80, 58.67, 58.76,
3.6832, 12.7302, 8.8640, 6.50, 29.78, 64.25,
3.6862, 13.1437, 7.4750, 10.12, 93.02, 19.71,
2.7377 32.99

6 220 -15.55 9.25 8.4358, 8.7695, 9.2161, 104.71, 89.34, 117.21,
10.9215,10.0031,12.1396, 102.87, 33.95, 80.82,
1.9475, 9.8252, 4.6369, 21.57, 87.47, 48.68,
10.8872,12.0958,11.0501, 78.52, 101.04, 94.33,
12.1975,13.9435,1.1768, 128.58,110.47, 172.19,
7.5696 110.39

7 260 -14.02 10.46 9.9980, 8.9644, 8.9533, 88.01, 124.36, 95.58,
4.3969, 5.4302, 11.3319, 163.43, 73.32, 44.27,
1.4845, 5.0934, 7.85158, 127.69, 89.20, 100.05,
12.4186,11.6293,13.5205, 40.12, 112.63, 41.28,
6.6252, 7.0011, 5.6654, 52.71, 50.78, 7.67,
1.1798 32.99

8 300 -19.07 11.30 12.2955, 0.2421,11.3812, 90.03, 114.21, 66.66,
7.5728, 5.7256, 10.6813, 153.94, 91.44, 91.89,
9.5463, 2.7598, 10.1114, 32.97, 96.85, 133.14,
4.8048, 7.9727, 4.8329, 175.77, 138.22, 125.64,
9.5378, 5.9465, 13.7190, 152.74, 36.72, 82.23,
4.5325 27.27

9 340 -11.65 10.32 9.4791, 6.4995, 10.8822, 118.06, 134.68, 109.97,
13.4864,1.9367,13.7053, 65.41, 172.05, 126.15,
7.7487, 4.3038, 10.3445, 78.32, 126.13, 113.53,
6.1279, 5.8839, 10.7617, 21.77, 114.16, 106.04,
2.4835, 3.3369, 2.2222, 1.19, 90.01, 141.35,
9.3555 113.72
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Figure 22. Radiation intensity for each of the 9 beams of the CORPS-BFN system.

for an example of the array factor generated by the 9-beam design of the CORPS-BFN

system and illustrated in Figure 21. The table provides the evaluation of the array

factor considering specific directions of maximum radiation previously defined. In this

specific example, the optimization of array factor maintains a low SLL in almost all

the scanning range. However, the relation between SLL and D degrade in two further

angles from the broadside region [20◦, 340◦]. Furthermore, note that the orthogonal

beams generated and scanned in this example are conformed with just 16 complex

inputs and using an aperture of (6× 6) 36 elements for each beam.

To perform a deeper analysis of the planar array that considers a CORPS-BFN

system as a feed network, the trade-off between side lobe level and directivity on a wide

visibility window over the azimuth plane ϕ is analyzed. Figures 23 and 24 show the

performance in side lobe level and directivity for a scanning range between 20◦ ≤ ϕ0 ≤

340◦, with an angular step of 10◦.

The system using the CORPS-BFN under study shows a good performance in the
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scanning capability over a wide visibility window (320◦). The complete system behavior

generally remains constant throughout the steering range analyzed, i.e., almost constant

values of SLL and D in a small window with numeric values approximately between

13dB to 16dB for the SLL and 9 to 10.5 for D. Except for two broad regions where

a higher numerical values for the SLL and D are shown. The first region is located

around 120◦ and the second around 300◦ approximately (see Figures 23 and 24).

The above performance is not achieved in linear arrays that use a CORPS-BFN

where the scan angle range is small (about 80◦). Also, at angles away from broadside

region, these linear arrays show a decreasing behavior in terms of SLL and D, which

worsens with the use of a greater number of layers (Panduro & del Rio Bocio, 2008;

Panduro & del Rio-Bocio, 2009). Although in circular arrays using CORPS-BFN the

overall performance (SLL and D) expected would be constant in all the scanning range,

the network simplification is lower than the achieved in this approach for a planar array

(Panduro & del Rio-Bocio, 2011).

5.3.3 Discussion on a CORPS-BFN for planar arrays

A specific case to generate nine scannable beams was presented, but it is possible to

define different configurations choosing independently the number of antenna elements

and the number of input ports (depending on the number of simultaneous orthogonal

beams required).

In general, it is important to note the significative simplification of the complex

inputs. Each of the 9 scannables beams is generated with (N/2) − L complex inputs,

i.e. the relationship between the complex inputs (M) and the number of antenna ele-

ments (N) for this particular configuration is less than N/2 for each beam (N/2 − 2
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specifically for the proposed configuration). In addition, the technological advantages

offered by CORPS to reuse antenna elements between adjacent beams (reducing the

antenna array aperture) must be added to the simplification of the number of control

inputs as discussed before. The above improvements offer a substantial simplification

of the feed network.

In this way, the less limited scanning features in a planar array using CORPS as

a feed network, make the network a better candidate for a greater number of appli-

cations that are based on the scanning capability. Moreover, in this type of scanning

applications where the feed system (including all the associated electronic circuitry) is

very complicated, the simplification of the feed network could be more significant for a

planar (bidimensional) array.

Although only an example of CORPS-BFN for a planar array based on simulation is

presented, depending on the design requirements and needs for a particular application

a more convenient configuration can be easily established and implemented.

5.4 Design Approach in the Simplification of a

CORPS-BFN using the Matrix Pencil Method

5.4.1 Case study

To demonstrate the compression capabilities of the matrix pencil method together with

CORPS technology applied to a linear antenna array, two configurations of 2-beam

design are proposed, as follows:

1. The first configuration (Figure 25) is a linear array system of 20 antenna elements

with 19 feeding ports (i.e. M = 19 and N = 20) implemented as a CORPS-BFN
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of one layer. In this case, the configuration use 10 complex inputs to control 11

antennas (beam #1) and 9 complex inputs to control 10 antennas (beam #2). In

this type of configuration based in subgroups of input ports, an orthogonal beam

could be conformed and controlled by the first 10 of the 20 feeding ports and the

other subgroup of 9 could be used for another orthogonal beam.

2. The second configuration shown in Figure 26 considers a similar linear array

system of 20 antenna elements with 19 feeding ports (CORPS-BFN of one layer).

In this configuration the control of the 2 beams is realized by alternating input

ports allowing that a group of 10 complex inputs could control the whole antenna

array (20 antenna elements) for beam #1, and the 9 inputs remaining can control

18 of 20 antenna elements for beam #2.
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Figure 25. Configuration 1 of CORPS-BFN with 19 feeding ports and 20 antenna
elements in a linear array considering 10 inputs × 11 outputs for beam #1 and 9 inputs
× 10 outputs for beam #2.
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× 18 outputs for beam #2.
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The objective is to evaluate the behavior of the array factor generated by the two

configurations of CORPS-BFN for steerable multi-beam linear arrays. The above for

the purpose of analyze the possibilities of simplification and the performance advantages

of using CORPS-BFN on a linear arrays. Furthermore, the results are compared with

the same configurations of CORPS-BFN under study but adding the matrix pencil

method to the antenna elements for a possible performance improvement.

The method of PSO was implemented to find a set of complex inputs to feed the

configurations of CORPS-BFN shown in Figures 25 and 26 based on the same objective

function as the one used in (37). This is in order to study the behavior of the array

factor generated by both configurations (reference patterns). The evaluation of the

array factor considers a steering range of 80◦, with an angular step of 10◦ for a linear

array of 20 antenna elements with a initial uniform spacing of 0.5λ.

The parameters of PSO are set based on previous experience in solving antenna

problems (Arce et al., 2009, 2012b). After a trial and error procedure for a parameter

tuning, the parameters of the algorithm were set as follows: the PSO algorithm is

executed using 200 particles (population size) through 500 iterations to ensure a good

sampling of the solution space, a global topology of PSO is used with time-varying

inertial weight (ω) that decrease linearly from 0.9 to 0.4 throughout the iterations, the

acceleration constants (c1, c2) are set to 2.0 and the maximum allowed velocity (vd,max)

is set as ωr where r = (vd,max − vd,min) in (35) (Arce et al., 2009, 2012b; Eberhart &

Shi, 2001; Jin & Rahmat-Samii, 2007; Khodier & Christodoulou, 2005).

In the case of the MPM, the error ξ of the reconstructed or approximated pattern

generated is defined as:
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ξ =

∫ 1

−1

|AFref(u)− AFMPM(u)|2 du∫ 1

−1

|AFref(u)|2 du
(54)

The metric in (54) assess the degree of optimality of the redesigned array defining

the error over the reconstructed array factor AFMPM with respect to the reference AFref .

5.4.2 Simulation Results

To develop a comprehensive comparative analysis of the linear array system that just

considers CORPS-BFN and the system with CORPS-BFN plus the matrix pencil

method, first it is analyzed the array factor behavior in the two configurations of

CORPS-BFN (Figures 25 and 26).

Figures 27 and 28 show an example of the radiation pattern of a 2-beam system

generated by the configuration 1 of CORPS-BFN. This particular example shows the

beam #1 (controlling 10 inputs for 11 outputs in Figure 27) and beam #2 (controlling 9

inputs for 10 outputs in Figure 28) of the configuration 1 (Figure 25). This configuration

was previously optimized by PSO, showing the CORPS-BFN capabilities to handle SLL

and for scanning the beam to a specific spatial location with certain directivity.

Furthermore, this one-dimensional array factor obtained in each figure define the

reference for the compression process realized by the MPM. The array factor response

of this additional method added to the configuration of CORPS-BFN (reconstructed

pattern) is also shown in Figures 27 and 28 and is compared directly with the response

of CORPS-BFN (reference pattern).

As can be seen in both figures, the CORPS-BFN plus the MPM almost exactly

reproduce the desired pattern generated by the CORPS-BFN with ξ = 0.041 at 100◦



76

for beam #1 (Figure 27) and ξ = 0.012 at 80◦ for beam #2 (Figure 28) (for values

of ξ in all the steering range, see Table 2). In the reduction process of the MPM the

number of samples of the reference array factor (sampling points) is defined. From

Nyquist sampling theorem at least (2N − 1) samples are suitable.
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Figure 27. Comparison between the ref-
erence factor (CORPS-BFN) and the re-
constructed factor (MPM+CORPS-BFN)
obtained by the configuration 1 of the
CORPS-BFN, showing an example of the
beam #1 directed at 100◦.
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Figure 28. Comparison between the ref-
erence factor (CORPS-BFN) and the re-
constructed factor (MPM+CORPS-BFN)
obtained by the configuration 1 of the
CORPS-BFN, showing an example of the
beam #2 directed at 80◦.

Similarly, Figure 29 shows the same comparison made in Figures 27 and 28 using

the configuration 2 of the CORPS-BFN for the beam #1. In this specific example

the beam is controlled by 10 inputs ports for 20 outputs (alternating inputs ports see

Figure 26). Despite the whole array is controlled by the half of input ports, the array

factor formed by CORPS-BFN (reference pattern) in this example shows high levels

of side lobe level (SLL ≈ −5dB) and the approximation pattern generated by the

CORPS-BFN plus the MPM in this configuration presents a value of ξ = 0.137 at 70◦

for beam #1, showing side lobes almost similar to the main lobe. This could be a

disadvantage in some steering directions, however a complete analysis of configuration
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Table 2. Error ξ for the antenna steering in each evaluated configuration.

Error ξ

Angle(Deg) Configuration 1 Configuration 2

Beam #1 Beam #2 Beam #1 Beam #2

50 0.4177 0.3612 - -
60 0.4741 0.4863 - -
70 0.0299 0.0770 0.1372 0.0973
80 0.0136 0.0124 0.4412 0.4116
90 0.0224 0.0039 0.1332 0.0302
100 0.0411 0.0177 0.4771 0.4097
110 0.0698 0.0524 0.1015 0.0973
120 0.5200 0.5067 - -
130 0.5294 0.2546 - -

2 is presented in Table 2.

Additionally, Figure 30 represents the singular value spectrum of the CORPS-BFN

pattern samples for the configurations of CORPS-BFN shown in Figures 27 and 28.

The singular values in the two cases decay rapidly with just few small singular values

that can be discarded. Based on the above, the reference pattern can be reconstructed

with an smaller aperture (see Figures 31 and 32).

Furthermore, in Table 3 the values of ε for each angle of steering for the configuration

1 are shown (ε depends on how accurately the reconstructed pattern approximates the

reference radiation pattern).

The comparison between the example of CORPS-BFN (reference pattern) and the

CORPS-BFN plus the MPM (reconstructed pattern) in terms of amplitude and element

location (λ) is shown in Figures 31 and 32.

As can be seen in both figures, the MPM redistributes the magnitude of the current

and the location of each antenna element, taking advantage of the new non-uniformity

of the linear array which results in a reduction of the antenna elements. Given that the
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Figure 29. Comparison between the reference factor (CORPS-BFN) and the recon-
structed factor (MPM+CORPS-BFN) obtained by the configuration 2 of the CORPS-
BFN, showing an example of the beam #1 directed at 70◦.
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Table 3. Value of ε for each angle of steering.

Value of ε

Angle(Deg) Beam #1 Beam #2

50 10−8 10−7

60 10−8 10−8

70 10−7 10−8

80 10−5 10−8

90 10−5 10−5

100 10−7 10−5

110 10−7 10−8

120 10−8 10−9

130 10−8 10−9

compression for beam #1 (Figure 31) are 2 antenna elements and for beam #2 is just

1 antenna element (Figure 32), in a CORPS-BFN of one layer (this case study where

M = N − 1) implies that also reduces 2 input ports for beam #1 (i.e. the 10 inputs

× 11 outputs for beam #1 are reduced to 8 inputs × 9 outputs to generate the beam)

and 1 input port for beam #2 (i.e. the 9 inputs × 10 outputs for beam #2 are reduced

to 8 inputs × 9 outputs to generate the beam).

If the entire system is considered (i.e. beam #1 and #2) there is a significant

reduction of the whole CORPS-BFN system. Considering the complete configuration

1, the 19 feeding ports and 20 antenna elements are reduced to 16 feeding ports and

17 antenna elements considering 8 inputs for 9 outputs for beam #1 and 8 inputs for 9

outputs for beam #2, with a good approximation of the reference patterns.

To develop a more complete analysis of the two configurations under study, then it

is analyzed the trade-off between the steering angle (visible window) and the error of

the reconstructed pattern (54) generated by the MPM.

Figures 33 and 34 show the error of the beam #1 (line with squares) and beam

#2 (line with diamonds) for each configuration of CORPS-BFN (Figures 25 and 26)
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Figure 31. Amplitude distribution and an-
tenna element location for the reference fac-
tor (CORPS-BFN) and the reconstructed
factor (MPM + CORPS-BFN) for the beam
#1 shown in Figure 27.
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Figure 32. Amplitude distribution and an-
tenna element location for the reference fac-
tor (CORPS-BFN) and the reconstructed
factor (MPM + CORPS-BFN) for the beam
#2 shown in Figure 28.

analyzed. The scanning range is considered between 50◦ ≤ θ0 ≤ 130◦ and 70◦ ≤ θ0 ≤

110◦ with an angular step of 10◦ for the configuration 1 (Figure 33) and 2 (Figure 34)

of CORPS-BFN, respectively.

The configuration 1 of CORPS-BFN (Figure 33) shows a good performance in the

scanning capability for the 2 beams analyzed with high values of error only at the

ends of the steering range over the visibility window (50◦-130◦). For the case of the

configuration 2 of CORPS-BFN (Figure 34) both beams present a similar behavior with

a small difference between them. In the configuration there are two regions whith high

numerical values of error ξ (values between 0.4 to 0.5), the first region has its peak at

80◦ and the second at 100◦ in a smaller visible window (70◦-110◦).

5.4.3 Discussion on the simplification of a CORPS-BFN using
the Matrix Pencil Method

Although, two specific cases to generate two scannable beams were presented, it is
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Figure 34. Behavior of the error ξ with re-
spect to the direction of maximum gain for
the configuration 2 of CORPS-BFN.

possible to define different configurations varying the number of antenna elements and

the number of input ports depending on the number of independent beams required.

In general, it is important to note the significative simplification offered by the

combination of CORPS-BFN with the compressive method of MPM. On one side the

intrinsic technological advantages offered by CORPS-BFN itself (e.g. reuse antenna

elements between adjacent beams, reduction of control signals, etc.). On the other hand

the MPM improvements added to the CORPS-BFN technology and demostrated in this

approach based on the reduction of the aperture, taking advantage of the relocation of

antenna elements (using the non-uniformity of the antenna array) and the redistribution

of complex excitations. Thus, a reduction in the antenna array by the MPM results

in a reduction in the CORPS-BFN (including all the associated circuitry, i.e. inputs

ports, power combiners and splitters). The above improvements offer a substantial

simplification of the feed network for linear arrays.

In this way, the lower complexity of an entire antenna system (i.e. the antenna

array and the beam-forming network subsystem) obtained by the CORPS-BFN plus
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the matrix pencil method, make the system a good candidate for a great number of

applications where the weight, size, and cost are important (e.g. satellite applications).

Although our examples of CORPS-BFN plus the MPM for linear arrays are based

on simulations, depending on the design requirements and possible application, more

suitable configurations can be set and then be implemented.

5.5 Chapter Summary

Different study cases for each design approach based on CORPS were presented in this

chapter. The first design approach for a multi-beam linear array presents a study case

in which a comparison between three configurations of interest is made. One of them

deals with a 2-beam design configuration of CORPS-BFN. Instead, the design approach

for a multi-beam planar antenna array proposed and analyzed a study case based on a 9-

beam design configuration of CORPS-BFN with aperture reuse and with an innovative

way to feed it. Finally, the last design approach is focused on symplifying a CORPS

network in which two 2-beam design configurations of CORPS-BFN for steerable linear

array are proposed. In this study case the additional method of the matrix pencil

method is applied to the antenna array with the objective of simplifying the antenna

system.



6. CORPS-BFN on Cellular Mobile
Communication Systems

6.1 Introduction

With the evolution of cellular mobile communication technologies, the demand for

higher data rate services and the steadily growing user market on the limited avail-

able electromagnetic spectrum, motivate service providers to seek ways to improve

communication system capacity and reliability.

Next-generation mobile technologies have proposed different multi-antenna tech-

niques such as the spatial multiplexing24 and transmitter-side beamforming (classical

beamforming) to solve in some part the aforementioned problematic (Döttling et al.,

2009).

In the case of beamforming in multiple transmit antennas, the antenna array may

typically contain a switched-beam based on beam-forming networks (BFNs) or on fully

adaptive configurations using phased arrays. Thus, switched-beam arrays create fixed,

simultaneous and multiple beams. On the other hand, adaptive arrays conform and

direct the beam pattern by utilizing signal-processing algorithms (Mailloux, 1994).

Recently a technology called Coherently Radiating Periodic Structures (CORPS)

has been introduced as an alternative beam-forming network that can be used to feed a

phased array (Betancourt & del Rio Bocio, 2007). In this way, an antenna array system

based on CORPS technology may have adaptive features together with the capability

of generating multiple orthogonal beams.

In a mobile cellular communication scenario, a CORPS system could discern nearby

24Term often also referred to as MIMO (Multiple-Input Multiple-Output).
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users without affecting adjacent beams and to service users separated by a small angular

position. With these properties, the networks based in CORPS that form an entire

antenna system are an attractive option to increase SINR25 by providing directed beams

to multiple users simultaneously, increasing the user capacity of a cell and the spectral

reuse.

In this chapter, the use of CORPS technology is introduced in the application of

mobile communications. Two configurations of a beam-forming network feeding an

antenna array using CORPS in a base station (BS) are presented.

CORPS-BFN is applied in a multi-user mobile scenario, where the particle swarm

optimization (PSO) algorithm optimizes the required amplitude and phase excitations

that should be introduced to the network. This design strategy deals with an impor-

tant trade-off in mobile communications such as side lobe level (SLL) and signal-to-

interference ratio (SIR) improvement capability (Durrani & Bialkowski, 2002a) in an

appropriate coverage range. The main contribution of this chapter is to propose the

CORPS-BFN technology as an efficient and innovative beam-forming network alterna-

tive in cellular systems. In this way, this novel network introduces interesting features

that can be applied in a multi-beam mobile communication scenario.

6.2 System Modeling

To model a complete antenna system that considers the design of a beam-forming

network for a steerable multi-beam antenna array using coherently radiating periodic

structures in a mobile communication system is indispensable to use the CORPS-BFN

model introduced in Section 3.3.1. Then assuming a linear array for the design, it is

25Signal-to-interference-plus-noise power ratio.
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essential to use the design approach for a linear array previously presented in Chapter 4,

in Section 4.2. The steps for this process are clearly explained and can be implemented

using (29) to (34).

Subsequently, it is necessary to use an optimization process to obtain the complex

excitations to feed the beam-forming network. In this case the PSO algorithm is used

again and can be implemented as in Section 4.2.2. However, the objective function must

be redefined to consider metrics of interest in cellular systems, as described below:

Let m = ϕ1, ϕ2, . . . , ϕM be the set of M angles where the beam pattern with its

main lobe in the direction of the desired user θ1 is steered. Let Gavg = Gavg(ϕ1, a,p),

Gavg(ϕ2, a,p), . . . , Gavg(ϕM , a,p) be the set whose elements are the SIR improvement

coefficients for the m elements. In this way, based on these definitions and considering

the objective function in (37), the objective function can be rewritten as:

minimize (|AF(θSLL, a,p)|/max |AF(θ, a,p)|) + max (Gavg)

subject to Ai ∈ A and ξi ∈ P, ∀i = 1, 2, . . . , N − L
(55)

where A = [4, 12] and P = [0, 180] are the amplitude and phase domains, respectively.

The goal is to minimize the weighted sum that involves both objectives (SLL and SIR

improvement capability respectively), which are uniformly weighted in the cost function.

Finally, it is necessary to develop the signal model employed to evaluate the perfor-

mance of the system. This model is presented in the following subsection.

6.2.1 Signal Model

In order to evaluate the performance of the proposed CORPS-BFN, a signal model is

required to estimate SIR improvement capability. This interference rejection capability
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is function of the number of antenna elements (including the total aperture) and the

direction of signal arrival of a chosen user and the interferers (Durrani & Bialkowski,

2002a). Using this figure of merit is sought to provide maximum interference reduction.

The signal model for investigating the SIR improvement capability of uniform linear

arrays fed by a CORPS-BFN is developed by making several assumptions in order to

reduce the problem of array performance evaluation to a more manageable complexity.

These assumptions are mentioned below. It is considered that the dimensions of the

antenna arrays are small compared to the distances from mobile signal sources26. Also,

it is assumed that the angular distribution of users is uniform27.

In addition, it is defined that line-of-sight paths exist between the system and all

users, excluding effects such as mutual coupling, scattering and multipath fading from

consideration. These effects aforementioned can be integrated with the results of this

work, but that is beyond the scope of it.

The system at the base station receives signals from K narrow-band mobile users,

which are randomly distributed in the xy-plane (azimuthal direction) in the far-field of

the array. The location of each user is through its angle of arrival (AoA) contained in θ.

Using vector notation, the received signal can be expressed as (Durrani & Bialkowski,

2002a):

x(t) =
K∑
k=1

a(θk)sk(t) + n(t) = A(θ)s(t) + n(t) (56)

where x(t) is an N ×1 vector of measured voltages, s(t) is a K×1 signal vector, n(t) is

an N × 1 noise vector, and A(θ) = [a(θ1),a(θ2), . . . ,a(θk)] is an N × k matrix whose

columns are steering vectors of the sources. The N × 1 steering vector a(θk) models

26i.e., to deal with far-field effects and to assume that the incoming waveforms are planes waves.
27In other words, the system has users uniformly distributed along the circumference of a circle

with the base station at its center.
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the spatial response of the array due to an incident plane wave from θ direction and

sk(t) is the signal transmitted by the kth source as received by the reference antenna.

Let s1(t) be the desired signal source arriving from direction θ1 and consider the

rest of the signals sk(t), k = 2, 3, . . . , K, as interferences arriving form their respective

directions. The array output is given by (Durrani & Bialkowski, 2002b, 2004):

y(t) = wHx(t) (57)

where w is the weight vector that is applied to the antenna array to produce a beam

pattern with its main lobe in the direction of the desired user. Assuming that maximum

signal-to-noise ratio beamforming is performed, w is given by:

w =
1

N
a(θ1) (58)

Thus the array becomes the phased array as the magnitudes of the weight vector

are constant and only the phases are varying. Substituting (58) and (56) into the array

output (57) and simplifying, we get:

y(t) = s1(t) +
1

N

K∑
k=2

sk(t)a
H(θ1)a(θk) +

1

N
aH(θ1)n(t) (59)

The mean output power is:

P (t) = E [y(t)y∗(t)] = E
[
|s1(t)|2

]
+

K∑
k=2

1

N2

∣∣aH(θ1)a(θk)
∣∣2 · E [|sk(t)|2]+ E

[
1

N
|aH(θ1)n(t)|2

]

P (t) = E
[
|s1(t)|2

]
+

K∑
k=2

αk(θ1, θk)E
[
|sk(t)|2

]
+
σ2

N

(60)
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The first term on the right side of (60) is the desired signal power, whereas the

second and third terms represent interference and noise power, respectively.

The coefficient given by:

αk(θ1, θk) =

(
1

N2

) ∣∣aH(θ1)a(θk)
∣∣2 (61)

in (60) is a measure of how much undesired power is picked up from an interferer.

Assuming the interferers are uniformly distributed in the range [0, π], the mean

value of αk(θ1, θk) is expressed as:

Gavg(θ1) = E [αk(θ1, θk)] =
1

π

∫ π

0

αk(θ1, θk) dθk (62)

where Gavg(θ1) is the spatial interference suppression coefficient28(Song & Kwon (1999);

Durrani & Bialkowski (2004)). The coefficient αk(θ1, θk), after some manipulations and

substituting the values from (31), (55), and (61) is given as:

αk(θ1, θk, a,p) =

(
1

N2

) ∣∣aH(θ1, a,p)a(θk, a,p)
∣∣2

=
1

N2

∣∣∣∣∣
N∑
n=1

Ine
jkdn(cosθk−cosθ1)

∣∣∣∣∣
(63)

Using (60), the instantaneous SIR at the array output (SIRo) can be written as:

SIRo =
E [|s1(t)2|]

K∑
k=2

αk(θ1, θk)E
[
|sk(t)|2

] (64)

Hence, the mean SIR at the array output (SIRo) can be written in terms of input

SIR (SIRin) as follows:

28This coefficient is directly related to the SIR improvement capability for the linear array.
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SIRo =
SIRin

Gavg(θ1)
(65)

The average improvement in SIR (∆) at the array output is then given as:

∆ = 10 log10

(
1

Gavg(θ1)

)
= −10 log10 (Gavg(θ1)) (66)

The output signal-to-interference-plus-noise power ratio in a cellular system is a

function of the SIR at the array output (SIRo) and can be written as (Song & Kwon,

1999):

SINRo(θ1) =
Ps

Io +No

=
SIRo(θ1) · SNRo

SIRo(θ1) + SNRo

(67)

where

SNRo = N · SNRin (68)

Ps is the output power of the desired user signal, Io the total output power of the other

user signals, No the noise output power, SNRin the input signal-to-noise power ratio

and SNRo the output signal-to-noise power ratio.

In a Rayleigh fading environment, the bit error rate (BER) of a cellular system can

be written as:

Pb =
1

π

∫ π

0

1

2

[
1−

√
γb(θ1)

1 + γb(θ1)

]
dθ1 (69)

where

γb(θ1) =
SINRo(θ1)

2
(70)

The simulation scenario and results obtained are described below.
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6.3 Simulation Setup and Results

6.3.1 Simulation case study

In this section, the potential of CORPS technology applied to a beam-forming network

that feeds a set of antenna elements in a base station as part of a cellular system is

demonstrated. For this purpose, two configurations of 2-beam design are proposed

which are the same as presented in Section 5.4 and illustrated in Figures 25 and 26.

The objective is to evaluate the behavior of the array factor generated by the con-

figurations 1 and 2 of CORPS-BFN for a steerable multi-beam linear arrays analyzing

metrics of interest in cellular systems.

The evaluation of the array factor considers a steering range of 80o, with an angular

step of 10o for a 20 elements antenna array and a uniform spacing between antenna

elements of λ/2.

Furthermore, the system must meet important requirements in a cellular system

such as the maximum interference reduction and SLL in an adequate steering range.

Therefore, the PSO algorithm was implemented for the optimization of complex inputs

in the CORPS configurations (Figures 25 and 26) using the objective function previously

presented in (55) and the same parameters as in Section 5.4.

The obtained results from simulations are explained below.

6.3.2 Simulation results

With the objective to perform a comparative analysis of the antenna system that con-

siders a CORPS-BFN and the typical way to feed the array (i.e., direct feeding to the

antenna elements) in cellular systems. It is proposed the next study case: the case of a
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uniform linear array (ULA) without optimization (conventional case), i.e. the natural

response of the array, in the same way it is studied the behavior of the array factor for

linear array considering the optimization of amplitude and phase without the use of

CORPS-BFN. And finally, the case that considers a linear array with a CORPS-BFN

with two proposed configurations (Figures 25 and 26).

This study provides information about the trade-off between performance of the

system with different configurations to conform a steerable radiation pattern in terms

of SLL and the SIR improvement capability.

And moreover, in the cases dealing with CORPS-BFN the simplification of the

network is observed, in terms of the components used for the BFN. To make a fair

analysis in this case study, the behavior of one conformed beam is studied and the

number of control signals (inputs of the system) used to control the beam was the

reference.

Figures 35 and 36 show the performance in side lobe level and signal-to-interference

ratio (SIR) improvement capability, considering in both different design configuration

cases and taking 10 control signals into account for controlling just one beam through

the scanning range between, with an angular step of 10◦.

In Figure 35 the isolation level with respect to main beam to secondary lobes in

different directions of interest are evaluated. The ULA conventional case is outweighed

by the design case that optimizes both amplitude and phase perturbations by PSO

without CORPS-BFN reaching slightly higher values under -20dB in all the steering

range. On other hand, the behavior of CORPS-BFN configuration 2 in terms in SLL is

just appropriate at the broadside region decreasing its performance outside 90 degrees

with valid values in a smaller steering range (70◦ to 110◦). Finally, the performance

of the CORPS-BFN configuration 1 reaches numerical values under -24dB when the
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direction of interest is near of broadside region.

50 60 70 80 90 100 110 120 130

-30

-28

-26

-24

-22

-20

-18

-16

-14

-12

-10

-8

-6

-4

 ULA conventional case 
 Design case without CORPS (optimized)
 CORPS-BFN configuration 1
 CORPS-BFN configuration 2

 

 

S
id

e 
Lo

be
 L

ev
el

 (d
B

)

Direction of maximum gain (degrees)

Figure 35. Side lobe level with respect to the steering direction of interest.

The SIR improvement Gavg(θ1) for all the cases in different spatial directions of

interest is illustrated in Figure 36, showing similar values in SIR improvement capability

between the optimized case without CORPS-BFN and CORPS-BFN configuration 1

with respect to ULA conventional case, with values approximately between 11.5 and 12

dB at 90 degrees for these three cases. High SIR improvement capability is obtained by

CORPS configuration 2 with numerical values between 12.8 to 14.6 dB. The results in

Figure 36, show that SIR improvement is maximum over a certain range of θ1, centered

at θ1 = 90◦ (broadside). The discrimination against interferers (in terms of SIR) is

best in the broadside direction of the array and deteriorates in its end-fire directions

and similar or better values in the SIR improvement is dependent on the CORPS-BFN

configuration chosen.

It is interesting to note that the values of SLL shown in Figure 35 achieving a better

performance by CORPS-BFN configuration 1 and the SIR improvement capability near
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Figure 36. SIR improvement Gavg(θ1) variation with respect to θ1.

to ULA case configuration reached by the same CORPS-BFN configuration in Figure 36,

relies in that CORPS-BFN allows to handle more antenna elements (in this case 11

antenna elements) with just 10 control signals (i.e. CORPS-BFN of one layer), showing

that a network simplification can be made, reducing the number of control signals to

handle more antenna elements to improve the performance.

In the same way, it is important to highlight that CORPS-BFN configuration 2 in

both figures is controlling electronically all the antenna array with just 10 feeding input

ports, this configuration can obtain the highest SIR improvement capability over all

the design configurations and a good performance in SLL with the same aperture in all

designs when the direction of interest is near 90 degrees.

The only disadvantage shown by the simulations is related to the visibility window of

approximately 70◦ and 10◦ for CORPS-BFN configurations 1 and 2 respectively, which

maintain the isolation level of under -20dB in this confined area (see Figure 35) but for

CORPS-BFN configuration 2 is compensated with its SIR improvement capability (see
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Figure 36). Despite the above, CORPS-BFN has unique features that make it a good

candidate for cellular applications.

The mean of SIR improvement Gavg(θ1) in (dB) over θ1 (an average of Gavg(θ1) over

the assumed range θ1), the average SINRo and BER for all the design cases under study

are shown in Tables 4-6, considering 10 control signals (M = 10).

The average SIR improvement Gavg(θ1), the output SINR and resulting BER for

all the simulated cases were calculated using the expressions given previously. It is

assumed a SIRin of 7.2125 dB and SNRin of 10 dB in accordance with Song & Kwon

(1999). The simulation results are generated assuming uniformly located users in the

range [0, π]. For each user, the SIR improvement, the SINRo and resulting BER were

calculated.

The values reveal that for the same number of control signals the ULA case, the

design case optimized and the CORPS-BFN configuration 1 have nearly the same mean

ofGavg, SINRo and BER over θ1. However, CORPS-BFN configuration 2 reveals slightly

better values of these metrics as expected.

Figures 37 and 38 shown examples of the radiation pattern of 2-beam system con-

formed by the configuration 1 and 2 respectively, optimized with PSO, showing the

CORPS-BFN capabilities to handle SLL and scan the beam to specific spatial loca-

tions. The completely orthogonal beams can scan the main beam towards a different

Table 4. Average SIR improvement Gavg(θ1) over θ1 for ULA, design case optimized
and CORPS-BFN configurations.

Average SIR improvement Gavg(θ1) over θ1 for M = 10

ULA Design case CORPS-BFN CORPS-BFN
optimized configuration 1 configuration 2

11.4136 11.0604 11.4466 13.6869
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Table 5. Average SINRo over θ1 for ULA, design case optimized and CORPS-BFN
configurations.

Average SINRo over θ1 for M = 10

ULA Design case CORPS-BFN CORPS-BFN
optimized configuration 1 configuration 2

16.1731 16.0296 16.2621 17.3890

Table 6. Average BER over θ1 for ULA, design case optimized and CORPS-BFN
configurations.

Average BER over θ1 for M = 10

ULA Design case CORPS-BFN CORPS-BFN
optimized configuration 1 configuration 2

0.0117 0.0120 0.0114 0.0089

or very close direction of interest, with the advantage of not being a switched beam-

forming network (e.g. Butler matrix) and control a fully adaptive radiation pattern.

The array factor behavior conformed by the CORPS-BFN configuration 1 is showed

in Figure 37, the direction of interest is set in 60◦ for beam #1 and 120◦ for beam #2.

This particular configuration of CORPS only permits to control a subset of antenna

elements of the array for each beam pattern. However, desired SLL could be remained in

a wide scanning range with a good SIR improvement response (see Figures 35 and 36).

The orthogonal beams generated and scanned are conformed with N−1 complex inputs

feeding the CORPS-BFN.

In the same way, an example of the array factor of 2-beam design conformed by

CORPS-BFN configuration 2 is shown in Figure 38. Despite the low performance in

SLL away from broadside region (see Figure 35), high SIR improvement capability can

be achieved near broadside region (see Figure 36). This configuration of CORPS-BFN

permits to control more antenna elements with respect to the configuration 1 due its

alternated feeding ports with the same number of control signals.
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Figure 37. Array factor obtained by CORPS-BFN configuration 1 (the beam #1 is set
in 60o and beam #2 in 120o.)
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Figure 38. Array factor obtained by CORPS-BFN configuration 2 (the beam #1 is set
in 60o and beam #2 in 120o.)
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Figure 39. Amplitude and phase distribution at the input ports of CORPS-BFN con-
figurations for the example shown in Figures 37 and 38.)

Finally to complete the analysis of the study, Figure 39 shows the specific values

in amplitude and phase perturbations for the array factor generated by CORPS-BFN

configurations 1 and 2 (Figures 37 and 38). These figures provide valuable information

for possible implementation in hardware. The simulation analysis demonstrates that

the amplitude and phase excitations that feed the CORPS-BFN optimized by PSO

algorithm can achieve a good performance covering a trade-off between SLL and SIR

improvement capability, allowing that the CORPS-BFN configurations become a good

alternative to be implemented in cellular mobile communications.

6.3.3 Discussion on CORPS networks on cellular systems

The design of a multi-beam BFN based in a configuration of CORPS for scannable an-

tenna arrays using optimization on mobile communication system has been introduced.

Simulation results reveal that the design of multi-beam CORPS-BFN optimizing the

complex inputs with PSO algorithm could attend multiple users covering the most
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important requirements on this study and improving results over conventional way

to feed antenna arrays and with more attractive features than existing BFNs. The

CORPS-BFN configuration studied and analyzed showed the advantages and draw-

backs of adopting this technology on a base station. Highlighting the support to con-

form orthogonal multiple beams to provide service with the reduction of control signals

(simplification of the BFN) to electronically scan the beam pattern over a coverage

area. Particularly, CORPS-BFN configurations based on the control of a subset of an-

tenna elements for each beam pattern (configuration 1) and the configuration based in

alternated feeding ports (configuration 2), demonstrated the best performance fulfilling

essential requirements on cellular mobile communications in terms of SLL and SIR im-

provement capability, and improving results over the optimized design case and ULA

conventional case. Moreover, this good performance is reflected in important metrics

such as the output SINR and BER.

6.4 Chapter Summary

In this final chapter, the CORPS beam-forming networks on cellular mobile commu-

nication systems were introduced. Presenting metrics of interest in cellular systems

that were translated to the objective function to optimize with the PSO algorithm. In

addition, a complete signal model to estimate SIR improvement capability is presented.

In this model several assumptions were made to reduce the complexity of this model.

Furthermore, two 2-beam design configurations of CORPS-BFN for multi-beam

linear array on a cellular scenario were proposed and analyzed. Simulation results

showed the benefits of beam-forming networks based on CORPS for a cellular scenario

based on the array factor response. Moreover, results for the average SIR improvement,

SINR and BER were discussed.



7. Conclusions and Future Research

This chapter concludes the research work and summarize the main contributions of this

dissertation and also identifies future research lines related to the work done.

The research in this work has been focused mainly on different design approaches

for beam-forming networks based on coherently radiating periodic structures including

its introduction on cellular mobile communication systems. These CORPS beam form-

ing networks are an emerging technology solution for systems requiring dynamic and

reconfigurable multi-beam environments.

For this reason, the work was directed towards the study of the behavior of dif-

ferent design configurations of CORPS-BFN including the analysis of the network in

different array geometries, contrasting the results with usual ways of feeding antenna

arrays. Furthermore, these design configurations of CORPS-BFN allowed the intro-

duction of evolutionary optimization approaches to BFN design as a supplement for

the antenna pattern synthesis, achieving specific design goals on the beam shaping. In

addition, advanced compression techniques employed in antenna synthesis were used

for the simplification of the beam-forming network with interesting results. Finally,

previous research allowed to introduce the CORPS beam-forming network in cellular

mobile communication systems, analyzing metrics of interest. The research conducted

and based on the above topics allowed to have a series of contributions to the state of

art reflected in several publications. The main contributions of this work are presented

in detail in the next section.
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7.1 Contribution

At the beginning of this research, the problem of defining a beam-forming network

and optimization algorithms based on a hypothesis defined a series of simulations and

analysis with the following results:

• A performance evaluation in a first scenario related to uniform linear arrays in

which it was used optimization algorithms (GA and PSO), showed that there

was no improvement in performance in terms of better solutions but there was a

better performance of PSO algorithm in computation time (Arce et al., 2011).

• In a second scenario in which it was used linear arrays fed by a CORPS-BFN

with a trade-off between side lobe level and directivity, it was chosen to use inter-

changeably either evolutionary algorithms (GA or PSO) in terms of performance.

Furthermore, this study defined the CORPS-BFN as the network of choice for

further investigations due to its performance in terms of beam scanning and its

multi-beam properties (see Chapter 3), defining the direction of this work.

Therefore, the most important contributions of this work are related to the design

of beam-forming networks based on coherently radiating periodic structures. So, the

research work was divided into four different design approaches involving a CORPS

network. In the first approach concerning to the design of a CORPS-BFN for a multi-

beam linear antenna array, it can be highlighted the following (Arce et al., 2012a;

Arce-Casas et al., 2011):

• The optimized CORPS beam-forming network for uniform linear arrays (ULA)

proved to be an efficient and innovative alternative feed network and candidate

for use in various applications, including cellular systems.
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• Analysis of CORPS-BFN in linear arrays demonstrated attractive features in the

design of feed networks such as the generation of multiple beams towards different

targets or directions of interest, scanning of the main beams and especially the

simplification of the network in terms of the control inputs required to generate

and steer the beams. This study was conducted with an untreated evolutionary

optimization approach in these structures, complementing previous work done by

Betancourt & del Ŕıo (2006); Panduro (2007); Panduro & del Rio Bocio (2008).

• Furthermore, the simulation of CORPS-BFN for linear arrays was compared with

usual feeding configurations for antenna arrays demonstrating advantages and

compromises between the objectives treated (side lobe level and directivity).

The second approach in this work deals with the design of a CORPS-BFN for

a planar antenna array, the most notable contributions in this study are enunciated

below (Arce et al., 2012c):

• The study of optimized CORPS-BFN was extended toward planar antenna ar-

rays, in this case the network was capable of generating and scanning multiple

orthogonal beams in a shared aperture.

• A significant reduction in the complexity of the network was demonstrated im-

proving configurations proposed in the literature in different geometries (Panduro

& del Rio Bocio, 2008; Panduro & del Rio-Bocio, 2009, 2011). This was achieved

through a proposed network design and the reuse of the input ports reducing the

antenna aperture.

The third approach addressed in this work is about the simplification of a beam-

forming network based on CORPS using an analytical compression technique called
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matrix pencil method. The main findings of this study are described below (Arce

et al., 2012d):

• The non-iterative compression technique matrix pencil method used in the syn-

thesis of antennas was introduced into a complete antenna system that uses a

CORPS-BFN. The MPM method demonstrated its potential and limitations in

linear arrays fed by a CORPS-BFN and in possible applications involving multiple

independent beams and steering capabilities.

• The integration of the technique MPM and CORPS technology in an antenna

system reduced the complete system including the antenna array (reducing the

number of antenna elements) and the beam-forming subsystem (consequently

reducing the number of control inputs) resulting in a significant simplification

of the feed network.

The final approach is related to the introduction of the CORPS-BFN in the appli-

cation of cellular mobile communication systems. The most important aspects of this

approach are shown below (Arce et al., 2012b; Arce-Casas et al., 2011):

• The CORPS beam-forming networks were introduced and applied for the first time

in cellular mobile communication systems offering good performances reflected in

metrics of interest such as the average SIR improvement, SINR and BER.

• The CORPS-BFN compared against other conventional feeding cases in a linear

array as a part of a base station, demonstrated its advantages and limitations,

emphasizing the generation of multiple orthogonal beams and reduction in the

number of control signals to control them but with the inconvenience of a small

visible window in some network configurations.



103

7.2 Future Research

The objective of this section is to emphasize the lines of research to follow started in

this work and to show aspects of this work that can be improved. In this manner, it is

derived the following future research:

• With the purpose of improving the performance of CORPS beam-forming net-

works, future work may be related to the analysis of these networks in different

antenna array geometries not yet studied (e.g., concentric rings arrays).

• The performance demonstrated by the CORPS-BFN in the current literature,

make it suitable for use in various applications. Therefore, future research lines

could be related to introducing and analyzing these networks in different applica-

tions such as radar and satellite systems.

• Aditionally, future work may be related to the simplification and efficiency of the

CORPS networks through the design of new configurations.

• The results presented in this work are about different network configurations

addressed in diverse approaches, with simulations based on the response of the

antenna system as a function of their array factor. Therefore, future work could be

related to a more realistic scenario through the use of electromagnetic simulators

and/or the construction of prototypes.
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