
1 23

Journal of Seismology
 
ISSN 1383-4649
Volume 22
Number 1
 
J Seismol (2018) 22:315-324
DOI 10.1007/s10950-017-9707-8

Sampling uncertainties and source b
likelihood for the Gutenberg-Richter b
value from the Aki-Utsu method

F. A. Nava, L. Ávila-Barrientos,
V. H. Márquez-Ramírez, I. Torres &
F. R. Zúñiga



1 23

Your article is protected by copyright and

all rights are held exclusively by Springer

Science+Business Media B.V.. This e-offprint

is for personal use only and shall not be self-

archived in electronic repositories. If you wish

to self-archive your article, please use the

accepted manuscript version for posting on

your own website. You may further deposit

the accepted manuscript version in any

repository, provided it is only made publicly

available 12 months after official publication

or later and provided acknowledgement is

given to the original source of publication

and a link is inserted to the published article

on Springer's website. The link must be

accompanied by the following text: "The final

publication is available at link.springer.com”.



ORIGINAL ARTICLE

Sampling uncertainties and source b likelihood
for the Gutenberg-Richter b value from
the Aki-Utsu method

F. A. Nava & L. Ávila-Barrientos &
V. H. Márquez-Ramírez & I. Torres & F. R. Zúñiga

Received: 29 April 2017 /Accepted: 26 September 2017 /Published online: 2 October 2017
# Springer Science+Business Media B.V. 2017

Abstract The Aki-Utsu method of Gutenberg-Richter
(G-R) b value estimation is often misapplied so that
estimations not using the G-R histogram are often mean-
ingless because they are not based on adequate samples.
We propose a method to estimate the likelihood Pr(b bm,
N, M1, M2) that an observed bm estimate, based on a
sample ofNmagnitudes within an [M1 − ≤ΔM/2,M2 +
ΔM/2) range, where ΔM = 0.1 is the usual rounding
applied to magnitudes, is due to a Btrue^ source b value,
b, and use these likelihoods to estimate source b ranges
corresponding to various confidence levels. As an ex-
ample of application of the method, we estimate the b
values before and after the occurrence of a 7.4-magni-
tude earthquake in the Mexican subduction zone, and
find a difference of 0.82 between them with 100%
confidence that the b values are different.

Keywords b value . Gutenberg-Richter . Aki-Utsu .

Seismic hazard . Statistical seismology

1 Introduction

Large earthquakes can have dire consequences for soci-
ety, including loss of lives, financial losses, and disrup-
tions in important activities. Since earthquake occur-
rence cannot be prevented or predicted deterministically,
probabilistic forecasting is of great importance for risk
reduction. Among the statistical/probabilistical tools
used for forecasting, one of the oldest and most widely
used is the Gutenberg-Richter (G-R) relation (Ishimoto
and Iida, 1939; Gutenberg and Richter, 1944; Richter,
1958).

The G-R relation states that the number of earth-
quakes with magnitudes greater than or equal to a given
magnitude M is distributed as

log10N Mð Þ ¼ a1−b M−M 1ð Þ; M ≥M1 ð1Þ

whereM1 is a lower threshold below which the number
of observed magnitudes does not behave according to
Eq. (1) because of lack of coverage (Fig. 1). The param-
eter a1 is the logarithm of the total number of recorded
earthquakes with magnitudeM ≥M1 and depends on the
seismicity rate and the length of the observation time.
The parameter b relates the relative numbers of small to
large magnitudes and is typically ~1.

The G-R relation has been widely used for seismic
hazard and risk estimations (e.g., Bender, 1983) because
it gives direct estimates of the occurrence ratio of earth-
quakes with magnitudes above a given value. An in-
verse relationship between the stress level in a given
region and the local b value has been proposed (e.g.,
Scholz, 1968; Ghosh et al., 2008), and several studies
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report possibly premonitory changes in the values of b
before large earthquakes (e.g., Shaw et al., 1992; Wyss
and Wiemer, 2000; Enescu and Ito, 2001; Márquez-
Ramirez, 2012;, Smith, 1981, 1986). Regional varia-
tions of b have been used to identify zones where large
ruptures could be expected (e.g., Wiemer and Wyss,
1997; Zúñiga and Wyss, 2001, Montuori et al., 2010).
The b value has been employed in seismic fractality
studies since Aki (1981) proposed a relation between b
and the fractal dimension of fault planes (e.g., Singh
et al., 2009).

The applications of b in seismology, particularly in
the field of seismic risk estimation, indicate the neces-
sity of estimating b correctly in order to obtain signifi-
cant and reliable results. Unfortunately, it is almost
impossible to determine just how reliable most reported
b values are. In what follows, we will address the
problem of reliability associated with sampling size
and propose a way to make b value estimates more
useful.

2 The Aki-Utsu maximum likelihood estimate
and the problem

Equation (1) implies that magnitudes are distributed
exponentially as

f Mð Þ ¼ βe−β M−M1ð Þ; M ≥M 1 ð2Þ

where β = bln(10) (c.f. Lomnitz, 1974), and it is a well-
known property of the exponential distribution that β is
related to the mean of the distribution, μ, as β = (μ −
M1)

−1 (c.f. Parzen, 1960), so that

b ¼ log10e
μ−M 1

: ð3Þ

Aki (1965) showed that the maximum likelihood
estimate of b is given by

bm ¼ log10e

M−M 1

: ð4Þ

In practice, magnitudes are rounded, usually to
ΔM = 0.1, so that the actual minimummagnitude isMU

1

¼ M1−ΔM=2 and, instead of formula (4), Utsu’s
(1965) formula

bm ¼ log10e

M−MU
1

: ð5Þ

should be used.Wewill consider magnitudes rounded to
ΔM = 0.1 and assume that the observed data will be
likewise rounded.

Formula (5), which we will refer to as the Aki-Utsu
method, has been widely used as a simple and straight-
forward way of estimating b directly from the magni-
tude mean, without the need of constructing and fitting a
G-R magnitude histogram. Some people take a sample
of magnitudes, which may be quite small, evaluate the
average magnitude without asserting whether the mag-
nitudes belong to the linear range where Eq. (1) is valid,
and somehow selecting a value forM1 (or simply ignor-
ing it), obtain an estimate bm.

From Eqs. (3) and (5), it is clear that bm will approx-

imate the actual b value only ifM is reasonably close to

the true μ. This means thatM should be estimated from
an adequate sample, i.e., one that includes enough data.
Although this requirement should be obvious, in too

many cases, M is estimated from too small samples,
either because data are scarce or because no attention is
paid to the matter of representativity. Nava et al.
(2017a), Kramer (2014), and Felzer (2006), among
others, have shown that small samples can result in b
value estimates that differ widely from the true b values,
and their results indicate that a very large number of
reported b value estimates are not trustworthy because
they are based on too few data. Other estimates do not
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Fig. 1 Example of a G-R distribution histogram showing the
approximate locations of the linear range limits M1 and M2. The
data come from the Southern California Earthquake Center
(SCEC) catalog for a rectangle with vertices (33.37° N, 117.04°
W), (33.77° N, 116.75° W), (33.12° N, 115.86° W), and (32.72°
N, 116.15° W), from October 7, 1985, to June 5, 1997
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state how many data were used, so that it is impossible
to evaluate how trustworthy they are.

A second factor that is commonly a source of error is
that for magnitudes above someM2 magnitude the G-R
histogram is not linear (Fig. 1) so that Eq. (1) does not
apply; magnitudes slightly above or below log10N(M)~0
are either under- or over-sampled (Nava et al., 2017b),

so that including them in the M estimation is another
source of error.

A further complication of estimating M without re-
course to the G-R histogram is that it is impossible
without it to make sure that the sampled magnitudes
do distribute according to Eq. (1), i.e., belong to theMU

1

≤M ≤MU
2 range (whereMU

2 ¼ M 2 þΔM=2). Without
the G-R histogram of each particular sample,M1 cannot
be properly estimated, and the effects of theM2 limit are
not considered, so that the result of the direct, indiscrim-
inate, use of formula (5) is, to say the least, questionable.

Nava et al. (2017b) suggest that the problem of over-
or under-representation of large magnitudes in experi-
mental samples can be corrected by identifying the M2

magnitude, eliminating magnitudes above it from the
sample, and adding to the measured mean the expected
contribution from all magnitudes above M2. This cor-
rection is needed by formula (5), which assumes mag-
nitudes to be distributed as in Eq. (2), independently of
whether large magnitudes do, or do not, behave like that
in reality (e.g., Kagan, 2002; Lomnitz-Adler and
Lomnitz, 1979; Kijko, 1982, 2004; Sornette and
Sornette, 1999; Sornette, 2009). However, this correc-

tion requires that the measuredmeanmagnitude,M<M2 ,
fromM ≤M2 be correct, and for small- or medium-sized

samples, both M and M<M2 vary wildly, as noted by
Nava et al. (2017a).

In order to apply correctly the Aki-Utsu method,
samples should be representative of the linear range of
the G-R histogram and the limit magnitudesM1 andM2

should be correctly identified. However, both samples
and the linear range seldom are as large as would be
desired; in what follows, we propose a way to improve
the b value estimation and to quantify its uncertainty.

3 Source likelihood

Nava et al. (2017a) used aMonte Carlomethod to obtain
the probabilities that a given b would result in some
measured value bm, Pr(bm b); here we will use Monte

Carlo methods, in a different way, to estimate the like-
lihood, Pr(bm b), that a givenmeasured bm results from a
sample taken from a population that has an actual (or
true) or source b value, which will be henceforward
denoted simply as b.

Now, suppose that a given bm has been obtained from
a sample of size N corresponding to the linear part of an
observed G-R distribution between magnitude limits
MU

2 and MU
2 . To obtain the likelihood of this being a

sample from a population with a given source b, a large
number Nr of realizations of N synthetic exponentially
distributed magnitudes in the [MU

1 ,M
U
2 ) range are gen-

erated for different values of b as

M ¼ MU
1 −ln r 1−r2ð Þ þ r2½ �=β; ð6Þ

where r2 = exp[−(M2 −M1)/β] and r is a uniformly dis-
tributed pseudo-random number in the (0,1) interval
from the Matlab rand function using the Twister gener-
ator. For each realization, the synthetic magnitudes are
rounded toΔM = 0.1, to correspond to the usual practice
for observed data, and then the bm value for each real-
ization is estimated using (5). This process is repeated
for all source b values for which some sample realiza-
tions result in bm. A histogram of the number of times
that bm is the result of a realization for each b value is
built, and all b values for which at least one bm value is
observed are considered; on normalizing this distribu-
tion by the total number of bm appearances, the distri-
bution of source b likelihoods is obtained.

We use source b values starting at bm and increasing
or decreasing by someΔb; evaluations in each direction
are stopped after realizations with no bm are obtained.

Notice that, since the b likelihoods are obtained using
the same magnitude range that was used for bm, no
correction for unsampled large magnitudes is needed
and that, since the observed sample size is used through-
out, the uncertainty associated with sample size is auto-
matically taken into account.

Of course, in order to appropriately estimate the
likelihoods, it is essential to know M1 and M2, as well
as N; the source likelihoods, strictly speaking, are
Pr(b bm, N, M1, M2), but we will continue to denote
them simply as Pr(b bm).

Figure 2 shows an isoprobability contour plot of
Pr(b bm) likelihoods for a representative 0.8 to 1.2 bm
range, considering a sample length N=100 and Δb =
0.02 precision, for a magnitude range from M1 = 3.0 to
an upper limit estimated from Eq. (6) as M2 ¼ ln
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NM2=βð Þ þMU
1 , where NM2 ¼ 1 is the minimum num-

ber of occurrences; Nr = 100,000 realizations were done
for each b. Since M2 depends on b, for large b values
large magnitudes area scarce, source b likelihoods have
a larger spread for large bm values.

The contour plot gives a general idea of how likeli-
hoods distribute, but of course, in practice, the b likeli-
hoods should be estimated for exactly the same sample
length and magnitude range used for estimating bm.
Notice that this implies doing the G-R histogram of all
the available data to select, as best as possibly, the
magnitude limits, and then applying Eq. (5) to the
magnitudes within these limits.

Figure 3 shows an example of the b likelihood dis-
tribution for synthetic magnitudes generated using Eq.
(6) for a source value b = 1.0; these magnitudes yielded

a sample of N = 1494 data in the M1 = 3.0 to M2 = 5.3
linear G-R range, which resulted in a measured
bm = 1.02. The likelihoods were estimated from
Nr = 25,000 realizations for each b, considering a pre-
cision ofΔb = 0.01, and those classes in the distribution
with likelihoods larger than 0.075 the maximum are
listed in Table 1.

The measured bm = 1.02 is indicated in Fig. 3 by a
thin dashed vertical line, and from the likelihood distri-
bution, the following likelihood probabilities for Δb =
0.01 are obtained: Pr(b = bm| bm) = 0.114, Pr(b ≠ bm|
bm) = 0.886, Pr(b < bm| bm) = 0.674, and Pr(b > bm| bm) =
0.211.
However, the most important feature is that of the

maximum source likelihood, corresponding to a b value
that we will denote by bx. It is this most likely value,
shown as a thick dash-dot vertical line in Fig. 3, which
does not always coincide with the measured bm, which
should be used as an estimate of the real b. In this
example, although bm = 1.02, the most likely source b
value is bx = 1.00 (which happens to be the b value used
to generate the synthetic sample), and for Δb = 0.01
precision Pr(b = bx bm) = 0.142, Pr(b ≠ bx| bm) = 0.858,
Pr(b < bx bm) = 0.395, and Pr(b > bx bm) = 0.462.

Centered around bx, the confidence intervals, i.e., the
b ranges corresponding to given likelihoods of including
the true b value, are Pr(b bm) = 0.50+ for 0.99 ≤ b ≤ 1.02,
Pr(b bm) = 0.75

+ for 0.97 ≤ b ≤ 1.03, andPr(b bm) = 0.90+

for 0.96 ≤ b ≤ 1.05 where the + sign indicates that the
likelihood contained in the corresponding interval is
equal to or a little larger than the number it follows.
Hence, we can say that, based on the measured bm, the
sample size, and the magnitude range, for this example
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and with Δb = 0.01 precision we can estimate the true
source b with 50% confidence within a 0.03 range, with
75% confidence within a 0.06 range, and with 90%
confidence within a 0.09 range. The 0.75+ and 0.90+

intervals are indicated in Fig. 3 by short vertical lines
with crosses and asterisks in the extremes, respectively.
Although any confidence level may be considered, we
present these three representative ones and no lower
ones because it would be absurd to state estimates
having less than an even chance of being true.

A word about Δb: we can work with any preci-
sion we like; the smaller Δb is, the more detail it
furnishes, but more detail than necessary to ade-
quately define the confidence intervals may be use-
less, because detail does not significantly alter the
actual length of the confidence intervals, and it re-
quires much more computation because many more
b values have to be tried and the number of reali-
zations for each of these values must be larger to
achieve sufficient numbers in each histogram class.
Usually, Δb ≈ 0.01 is appropriate for samples larger
than about 1000, Δb ≈ 0.02 for samples around 500,
and Δb ≈ 0.05 for samples around 300.

Figure 4 shows an example of a smaller N = 498
synthetic sample in the M1 = 3.0 to M2 = 4.9 range,

which resulted in bm = 1.08 withΔb = 0.02. The figure
conventions are the same as for the previous figure.
Significant likelihoods are listed in Table 2.

In this example, for Δb = 0.02, although bm = 1.08,
the most likely source b value is bx = 1.04 (a value closer
to the actual b = 1.00) and Pr(b = bx bm) = 0.151, Pr(b ≠
bx | bm ) = 0.849, Pr(b < bx bm ) = 0.402, and
Pr(b > bx bm) = 0.447. The confidence intervals are
Pr(b bm) = 0.50+ for 1.02 ≤ b ≤ 1.08, Pr(b bm) = 0.75+

for 0.98 ≤ b ≤ 1.10, and Pr(b bm) = 0.90+ for 0.96 ≤ b ≤
1.12, considerably wider than the corresponding inter-
vals for the larger sample shown above.

Finally, we will illustrate how to use the likeli-
hood estimates to interpret observations and evaluate
their significance. Suppose we are exploring the
possibility of b changing over time in some region
of interest; if our data consists of the two first
columns of Table 3, as would be reported in most
papers, the data would plot versus time as indicated
by the circles in Fig. 5 (two of the circles are
obscured by the diamonds that coincide with them),
and it would appear that b is indeed increasing
monotonically, conclusions would be drawn, and
perhaps a seismic hazard estimate would be made
on the strength of these observations.

Table 1 Values of the source b likelihoods for a measured bm = 1.02 estimated fromNr = 25,000 realizations ofN = 1494 magnitudes in the
M1 = 3.0 to M2 = 5.3 magnitude range with Δb = 0.01. Only likelihoods larger than 0.075 times the maximum are listed

b 0.94 0.95 0.96 0.97 0.98 0.99 1.00

Pr(b|bm) 0.011 0.025 0.045 0.073 0.103 0.131 0.142

b 1.01 1.02 1.03 1.04 1.05 1.06

Pr(b|bm) 0.137 0.114 0.089 0.059 0.033 0.018
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Fig. 4 Illustration of likelihood
determination histogram (light
blue line) for Δb = 0.02. The
observed bm = 1.08 is shown as a
thin dashed vertical line, and the
most likely b value, bx = 1.04, is
shown as a thick dash-dot vertical
line; the limits of the 0.75 and
0.90 likelihood confidence ranges
are indicated by short, thick ver-
tical lines with crosses and aster-
isks, respectively
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However, if we take into account the information
about N, M1, and M2, the resulting likelihood distribu-
tions would tell us a somewhat different story. The most
likely values bx (shown as filled diamonds) from each
measurement do not, except for the two cases that had
the largest samples, coincide with the corresponding bm
(shown as circles). The latest three bx values appear to
be definitely higher than the first two, although the last
datum could indicate that b is no longer increasing. Be
that as it may, the question is how significant is the
information in these data. Two horizontal (green) lines
indicate the greatest lower bound (inf) and the least
upper bound (sup) of the 90% confidence intervals,
and the band between them is a range of values that
could be common to all data; hence, we cannot discard
the possibility that b is stationary (or perhaps even
slowly decreasing!) at this confidence level. A similar
exercise with the inf and sup for the 75% confidence
level bands tells us that we can (barely) be sure that the
fourth (highest) value is indeed higher than the first one,
but we cannot tell, at this confidence level, whether it
effectively differs from any of the other three data closer
to it in time. Finally, we can tell that the earlier data are
indeed lower than the later ones, but only at the 50%
confidence level. Thus, we have information about the
level of significance of the differences between

observations, which we can use to accept or reject a
conclusion depending on the required confidence.

As is apparent in the shown figures, the likelihood
confidence intervals are larger for smaller samples; an
overview of interval lengths for different sample sizes
corroborates the results of Nava et al. (2017a) that
indicate that estimates from very small samples are
useless, because interval lengths are so large that the
real value associated with the measurement could be
almost anything. Hence, reported estimates of b that
do not give at least sample size information are
completely useless, and it is impossible to quantify the
significance of the conclusions based on them. Esti-
mates should always be accompanied by data about
sample sizes and, if possible, about the magnitude range
used in the determination, which means that no esti-
mates should be obtained directly from the data mean
without making sure that they are based on data that do
conform to the G-R distribution.

4 Application to the seismicity of the Mexican
subduction zone

To illustrate the application of the proposed method, we
selected the seismicity occurring in a region containing
the March 20, 2012, M = 7.4 earthquake that occurred
near the border of the Guerrero and Oaxaca states (rect-
angle, Fig. 6). The area was chosen perpendicular to the

Table 2 Values of the source b likelihoods for a measured
bm = 1.08 estimated from Nr = 25,000 realizations of N = 494
magnitudes in the M1 = 3.0 to M2 = 4.9 magnitude range with
Δb = 0.02. Only likelihoods larger than 0.075 times the maximum
are listed

b 0.94 0.96 0.98 01.00 1.02 1.04

Pr(b|bm) 0.021 0.043 0.075 0.110 0.139 0.151

b 1.06 1.08 1.10 1.12 1.14 1.16

Pr(b|bm) 0.141 0.115 0.084 0.053 0.030 0.014

Table 3 List of b measurements made over time and of their
characteristics

T (years) bm N M1 M2

3.0 0.94 489 3.0 5.4

6.0 0.96 495 3.1 5.2

8.5 0.98 848 3.0 6.0

12.0 1.00 700 3.0 5.8

14.0 1.02 477 3.2 5.3

2 4 6 8 10 12 14 16
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Fig. 5 Significance application of confidence intervals. Circles
indicate the measured values, diamonds are the more likely source
b values, and horizontal short lines indicate three different confi-
dence intervals. Horizontal green lines show the inf and the sup of
the 90% confidence intervals
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trench so as to include seismicity due to the stresses that
eventually caused the M = 7.4 earthquake.

The seismicity in most of the Mexican Trench is due
to the subduction of the Cocos plate beneath the North
American one, and this subduction zone is the site of
most of the largest earthquakes in Mexico.

The database employed for the b value determina-
tions was obtained from Mexico’s National Seismolog-
ical Service (Servicio Sismológico Nacional, SSN,
http://www2.ssn.unam.mx:8080/catalogo/) and spans
from 1988 to 2016, for M ≥ 3.3; the chosen earthquake
is the largest one in the catalog.

The area within the rectangle of Fig. 6 was cho-
sen as the one most likely to reflect the effects on b

of the stress accumulation and release associated
with the M = 7.4 earthquake. Figure 7 shows the
cumulative number of earthquakes and the corre-
sponding cumulative seismic moment release; pe-
riods in which the slope of the cumulative number
remains constant are periods where coverage was
probably also constant, so that samples taken within
these periods should not reflect effects that are arti-
facts of changes in coverage.

To see whether the b value changed from before to
after the earthquake, we analyzed separately the seis-
micity before the earthquake (September 13, 1995, to
March 20, 2012) and that beginning after the majority of
aftershocks, and extending to the end of 2015 (August

Fig. 6 Mexican trench. Dots are
epicenters for M ≥ 3.3 from 1988
to 2016, diamonds indicate
earthquakes withM ≥ 7.0, and the
star is the 2012M = 7.4
earthquake. The rectangular box
contains the study area where it
can be seen that most of the
events are clustered near the main
event epicenter
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M ≥ 3.3Fig. 7 Cumulative number of
earthquakes (top) and cumulative
seismic moment release vs. time
for the earthquakes shown in Fig.
6. The occurrence of the 2012
M = 7.4 earthquake is indicated
by a thick vertical line (top) and
by the step in moment release
(bottom). The pre-earthquake
time window extends from the
thin vertical solid line at 1995.7 to
just before the main event, and the
post earthquake time window ex-
tends from the dashed vertical line
to the end of the sample
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13, 2014, to December 31, 2015); these time windows
are shown in Fig. 7.

Figure 8 shows the G-R histogram for the seismicity
before the earthquake and shows the straight line fit by the
Aki-Utsu method and by least squares. Also shown are
the limits of the magnitude rangeM1 = 4.0 andM2 = 5.7,
and the number of magnitudes N = 1002 used to deter-
mine bm = 1.63, as well as the ratio of the measured
standard deviation to the magnitude mean, ξ = 1.1287,
which should be unity for an exponential distribution.

Figure 9 shows the source likelihoods Pr(b bm) de-
termined from bm, M1, M2, and N. The most likely
source b, bx = 1.64, is slightly higher than bm. Also
shown are the 75% 1.58 ≤ b ≤ 1.70 and 90% 1.55 ≤
b ≤ 1.72 confidence intervals.

The G-R histogram for the seismicity after the earth-
quake, contained within the time window shown at the
extreme right of Fig. 8, August 13, 2014, to December
31, 2015, is shown in Fig. 10. Also shown are the limits
of the magnitude range M1 = 3.7 and M2 = 4.7, the
number of magnitudes N = 792 used to determine
bm = 2.42, and ξ = 1.1934 that indicates that after the
earthquake the magnitude distribution was less expo-
nentially distributed than before the earthquake.

The source likelihood distribution Pr(b bm) for events
after the earthquake is shown in Fig. 11. The most likely
source b, bx = 2.46, is slightly higher than bm. Also
shown are the 75% 2.36 ≤ b ≤ 2.56 and 90% 2.30 ≤
b ≤ 2.60 confidence intervals.

Thus, we found that the b value changed drastically
after the occurrence of the M = 7.4 earthquake, from
1.50 to 2.40, and since the distributions shown in Figs. 9
and 11 do not overlap at all, we can tell that the change is
significant with 100% confidence. This behavior agrees
with the hypothesis that b should be lower for regions
where stress is high, than for regions where stress has
been depleted by the occurrence of a large earthquake
(e.g., Wyss, 1973).

It may be objected that the b values found above are
too large, since they are greater than the 1.5 maximum
value (Olsson 1999), but it should be taken into account
that the said limit applies to moment magnitudes; other
magnitude scales, such as the one used by the SSN, are
not necessarily related to the seismic moment in the
same way, so that the b values based on them can have
a different maximum value (note that the b estimate for
southern California in Fig. 1 does have a value below
1.5). The important facts are the following: the SSN
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scale is consistent, in that it distributes according to the
G-R relation, and the estimated bx values do change
significantly from before to after the M = 7.4 earth-
quake, so that the data from the SSN catalog can be
useful for hazard estimation purposes.

5 Discussion

The apparent ease of b value estimation using the Aki-
Utsu formula has resulted in many estimates the validity
of which is impossible to evaluate; probably, most of
them are erroneous. It is absolutely necessary to know at

least the number of magnitudes used to estimate a given
bm in order to have some idea of how reliable the
estimate is, so we urge that all reports of b value esti-
mates should ensure that the sampled magnitudes do
correspond to the linear range of the observed G-R
distribution and should state how many samples were
used for each, together with the limits of the above-
mentioned range.

We present a method to find, based on the num-
ber of magnitudes in the sample, N, and on the
limits of the magnitude range, M1 and M2, the like-
lihood that the measured bm comes from a popula-
tion having a true source b value b, Pr(b bm, N, M1,
M2). Along with the estimated likelihoods comes the
possibility of identifying the most likely source b,
bx, and of estimating b ranges corresponding to
various confidence levels.

The Monte Carlo approach to source b likelihoods
estimation is necessary since a Bayesian approach is not
possible because prior b probabilities are not known and
cannot be assumed to be uniform.

Since the source b likelihoods are obtained using the
same sample length and magnitude range used to get the
original estimate, they automatically incorporate effects
associated with these parameter values, and so need no
further corrections.

The source b likelihoods permit knowing the confi-
dence with which differences in estimated b values can
be considered to be significant.

Application of the source likelihoods method to the
estimation of b values both before and after the occur-
rence of an M = 7.5 in the Mexican subduction zone
allows us to affirm, with 100% confidence, that there
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was a significant change ≈0.82 from before to after the
earthquake. Corroboration of this result and its implica-
tions for seismic hazard assessment are beyond the
scope of this work and are to be explored in the future.
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